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ABSTRACT

Decision tree-based state clustering has emerged in recent years
as the most popular approach for clustering the states of context
dependent hidden Markov model based speech recognizers. The
application of sets of phones, mainly phonetically motivated, that
limit the possible clusters, results in a reasonably good modeling
of unseen phones while it still enables to model specific phones
very precisely whenever this is necessary and enough training data
is available. Formal Concept Analysis, a young mathematical dis-
cipline, provides means for the treatment of sets and sets of sets
that are well suited for further improving tree-based state cluster-
ing. The possible refinements are outlined and evaluated in this
paper. The major merit is the proposal of procedures for the adap-
tation of the number of sets used for clustering to the amount of
available training data, and of a method that generates suitable sets
automatically without the incorporation of additional knowledge.

1. INTRODUCTION

The great importance of parameter tying in hidden Markov model
(HMM) based speech recognition [5] has often been stated. Young
[11] has given a good summary on all the parameters in continu-
ous speech recognizers that are possible candidates for being tied.
Tying always aims on a reduction of the number of free system
parameters while it tries to maintain a suitable acoustical resolu-
tion. The tying of HMM states, often referred to as state clustering,
is a procedure that is essential for context dependent HMM-based
speech recognition systems, as usually lots of phones are never ob-
served in specific contexts and others are observed too sparsely to
allow the estimation of individual models.
The idea of decision tree-based state clustering is the gradual sepa-
ration of the whole set of initially clustered triphone states by some
likelihood criterion [1, 3, 12]. In the terminology of set theory that
will be used in the following text, the common node-splitting cri-
terion formulates as
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P;S
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which means, that the clusterP and questionS are chosen, which
lead to maximum (log-)likelihood gain on the training data when
splittingP by intersecting withS. The number of possible ques-
tionsS is usually strictly limited in order to keep the computational
cost reasonably low. It has to be considered that there are2(n�1)�1
possible ways to split a set ofn elements into two nonempty parts
and in triphone systemsn, the number of HMM states, amounts to

several thousands. The possible questionsS are most commonly
defined by the incorporation of phonetical knowledge [12]. Be-
sides the reduction of the computational complexity, restricting the
node-splitting procedure to a wisely chosen set of questions results
in a reasonably good modeling of unseen triphones.
The gradual clustering process can be visualized in a tree whose
root node represents the whole set of states, while the arcs repre-
sent the intersection with one of the predefined sets of models and
its complementary set. Fig. 1 shows such a tree. Most commonly,
all the states of identical HMM position and identical central phone
are clustered in a separate procedure. Paul [8], however, suggested
to cluster all states in a single tree, not separating between different
central phones and HMM position. In the case of multiple trees,A
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Figure 1: Splitting the setA of HMM states according to some
subsetsB,C andD

represents all the states of a specific position with a specific cen-
tral phone (e. g. second states of all*/th/* ). The setsB,C andD
are subsets of the whole set of states (e. g.Vowel/*/* or */*/Front ).
One of the most important issues in the tree-based clustering pro-
cedure is the question which sets to allow as possible splits within
the tree nodes. In the original approach [1], the specific subsets
are set up using phonetic questions concerning the models’ left
and right context phone. Hence, in the following text, the term
question will always be used for those sets that define the possible
splits, although these sets will not always be defined by questions
concerning the phonetical class of the context phone. In [2] and
[6], similarity measures were used to generate suitable questions.
It has been shown that the incorporation of additional (phonetical)
knowledge is not crucial to the success of tree-based clustering,
but that a wisely chosen similarity measure can do just the same or
even better.
Formal Concept Analysis was introduced by Wille in 1982 [10]. It
is a theory of data analysis which identifies conceptual structures
among data sets. The web-page [9] is a good place to find addi-



tional references and introductions that are omitted in this paper.
Besides the basic concepts of treating sets of attributes and sets of
entities that define attributes, some algorithms [4] that are essential
to this theory are interesting for being used within the context of
tree-based clustering.

2. A MINIMUM NUMBER OF SETS

Intuitively, Odell [7] used phonetic categories (e. g. Vowel or Front)
as well as several intersections of these categories (e. g. Front-
Vowel) and single phone questions. This was done, although the
tree is capable of producing intersected sets (and most of the single-
phone questions as well) by successively applying its question set.
In Figure 1 for example, if we think ofB representing all left vowel
triphones (Vowel/*/*) andC representing all the left front triphones
(Front/*/* ), we see that the subsetABC is producible as a tree-
node. However, producing it comes along with a separation of the
remaining triphones into the clustersAB andABC, that might not
be intended. Figure 2 illustrates this difference. The left hand side
shows the decision tree with the single questionBC available, the
right hand side shows a hypothesized decision tree with this ques-
tion not available. In order to find out, whether the incorporation
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Figure 2: Tree with and without the question based on the inter-
sectionBC

of intersected questions, as it is usually done, is really useful, a first
line of experiments has been carried out. With a greedy algorithm
that removes each question that can be generated by intersecting
the others (including their complementary counterparts), a mini-
mal question set was identified. In Formal Concept Analysis this
greedy algorithm is used for computing minimal generators for
sets of sets of attributes. Its optimality has been proven, although
it is not relevant in this context.
We found that 21 phonetic categories are sufficient to generate all
the questions proposed in [7], while single phone questions where
omitted in these tests as by intersecting them (and the complemen-
tary sets), the generation of all the over106 sets is possible which
is not wanted in this case. This circumstance will be exploited,
however, in Section 5.
Experimental results on only using questions based on the gener-
ating phone sets are presented in Section 7. It turns out that in-
cluding sets that can be generated by intersecting others improves
the success of the decision tree-based clustering procedure. This
is probably mainly due to the circumstance which has been de-
scribed above, namely that the intersection of questions within the
decision tree leads to separated sets in the remaining nodes.

3. A MAXIMUM NUMBER OF SETS

In the previous section, we found out that the incorporation of in-
tersected questions can be useful, although they can be constructed
in the tree anyway. Thus, an approach, or at least an interesting
experiment, could be to supply the clustering procedure with all

the possible intersections of all the basic (phonetically motivated)
questions. In terms of Formal Concept Analysis one would say that
all the resulting sets have a certain attribute structure, or that each
of them describes an individual concept. A very nice algorithm for
computing this lattice of sets efficiently is Ganther’s Next-Closure
algorithm [4]. This algorithm is based on an artificial lexical order-
ing of the sets’ elements. It generates the lattice of sets according
to this order by successively intersecting those sets that contain
some minimum elements that are chosen according to the intro-
duced order. The two possibilities for applying this algorithm are
outlined in Figure 3. On the one hand, the algorithm can be applied

Next Closure
algorithm

left and right
context questions

Next Closure
algorithm

42 triphone sets:

> 10
6 triphone sets

Vowel/*/*,*/*/Vowel,
Stop/*/*, */*/Stop, ...

� 60k triphone sets

� 30k phonetic classes

Vowel, Vowel\Front,
Vowel\Front ...

Vowel, Front, Stop ...

21 phonetic classes:

Figure 3: Applying Ganther’s algorithm at the phone and at the
triphone level

on the 21 phone sets that have been identified to generate all the
phonetical categories, i. e. all possible intersections of phonetic
classes. Starting with these 21 phone sets the algorithm identi-
fies about 30k different intersections. The application of these 30k
phonetic categories as questions concerning the left and the right
context leads to about2 �30k = 60k questions. On the other hand,
applying the Next-Closure algorithm directly on the 42 sets of tri-
phones based on the questions concerning the left- and the right
context results in a number of sets of over106.
Because of memory limitations, we were only able to run experi-
ments with the 60k questions based on the intersection of phonet-
ical categories. The results are summarized in Section 7. A slight
increase in recognition accuracy could be measured, compared to
the baseline system that uses Odell’s question set.

4. A REASONABLE NUMBER OF REASONABLE SETS

In order to cope with the numerous (> 106) sets that are the re-
sult of intersecting on the triphone set level instead of the level
of phonetic categories, we propose to follow a special technique,
namely the iterative generation of relevant intersections using the
tree-based clustering procedure itself. Started with only the 42
questions based on the generating 21 phonetical categories, the
tree-based clustering procedure itself produces those intersections,
that are interesting concerning the likelihood criterion, in its tree
nodes. These can be added to the question set for a second clus-
tering procedure. The figures 4 and 5 illustrate this iterative pro-
cess, that can be repeated several times as long as one assumes the
number of generated sets too small, or as long as the recognition
accuracy of the resulting recognition systems improves on some
cross-reference test set. Experimental results using the proposed
technique are compiled in Section 7. The enlargement of the num-
ber of sets leads to a measurably improved recognition accuracy.
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Figure 4: First pass with only the setsB,C,D available for splitting

A

A(BC)D

A(BC)

A(BC)

A(BC)D

Figure 5: Second pass with the setsBC, BC, BCD andBCD addi-
tionally available

5. AUTOMATICALLY GENERATING MODEL-SETS

As a spinoff of the iterative procedure of the previous section, an
automatic clustering algorithm is obvious, that allows using the
tree-based clustering approach without the incorporation of pho-
netic or other knowledge sources at all. It is illustrated in Figure
6. Instead of the phonetic categories that were used in the previ-
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Figure 6: Tree-based clustering with generated model-sets

ous section as initial questions, the multi-pass procedure can be
initialized with only those questions that are defined by a specific
left or right phone (such as*/*/th , ng/*/* , etc.), and thus use no
initial sets that are based on phonetic categories. The first pass of
the procedure proposed in Section 4 results in several thousands of
triphone sets, that can be used to define the questions of the second
pass. Again, several passes can be applied in order to generate an
even larger amount of questions. In the experiments, the recog-
nition system based on the tree-based clustering procedure of this
second pass even outperforms the one that uses those sets based on
the phonetic questions as proposed in [7].

6. BALANCED DECISION TREES

Observations showed that the decision trees are often very degen-
erated and unbalanced. Especially when enlarging the question
set or generating it automatically using the procedures described
in the previous sections, or when applying single-phone context
questions as in [7] in addition to the phonetically motivated ques-
tions, the splits that occur in the tree nodes are often very unbal-
anced. They often split off only a few elements and leave the ma-
jor part of models behind for being split again in the next level
of the tree. Fig. 7 shows an unbalanced tree on the left. As far

Figure 7: Unbalanced and balanced decision tree

as computational complexity is concerned, this observation does
not concern, as there is no need to traverse the tree during train-
ing or recognition. However, extracting only a few models and
leaving misbalanced clusters behind, is dangerous for the model-
ing of unseen and sparsely observed triphones. They might remain
in the bigger cluster, although separating them more evenly would
be better with respect to discrimination. In order to cope with this
observation, we ran a couple of experiments in which we tried to
prefer those splits that lead to well balanced decision trees. Fig.
7 shows a balanced tree on its right side. More balanced decision
trees can be set up by a moderate modification of the node splitting
criterion that favors the more even splits. Several modifications are
possible. The one we used is the criterion

argmax
P;S

�
LP\S+LP\S�LP��

(jP \ Sj � jP \ Sj)2

jPj2

�
(2)

whereLP is the log-likelihood of the parent node with its set of
triphonesP, LP\S andL

P\S
are the log-likelihoods of the child

nodes when splittingP by intersecting with setS, jj is the number
of set elements and� is a balancing factor that controls the degree
of balancing.
When using the several thousands of generated question of Section
4 or 5, the modified splitting criterion Eq. 2 offered another slight
improvement.

7. EXPERIMENTS AND RESULTS

In order to evaluate the proposed procedures, several experimental
speech recognition systems were set up on the Wall Street Jour-
nal (WSJ0) database. The recognition accuracy was measured on
the Nov.’92 evaluation set. The Limsi-phoneset and 5k-dictionary
were used, as well as the standard bigram language model of per-
plexity 110. In each of the clustering experiments the tree depth
was adjusted in order to result in recognition systems with approx-
imately the same number of parameters, i. e. the same number of
triphone clusters. After the tree-based clustering procedure that
is based on single Gaussian mixture models, the number of mix-
ture components of all pdfs in all the experiments was enlarged



to 10 Gaussians per HMM state. The baseline system uses the
question set as proposed by Odell in [7]. The first row in Table
1 shows the achieved recognition accuracy when using this ques-
tion set in ordinary multi tree mode with a separate tree for each
state of the models with a specific central phone. Below, the re-

experiment word error
number description [%]

1 baseline (multiple trees) 12.04
2 single-tree [8] 12.10
3 no single phone questions 12.06
4 minimal question set

first pass (Section 2) 12.32
5 minimal question set

second pass (Section 4) 11.73
6 enlarged question set

60k questions (Section 3) 11.68
7 enlarged question set (60k)

balanced according to Eq. 2 11.62
8 single phone questions only

first pass (Section 5) 12,84
9 single phone questions only

second pass) generated sets 11.75
10 single phone questions only

second pass) generated sets
balanced according to Eq. 2 11.41

Table 1: Recognition performance achieved in the experiments

sults are given for Paul’s [8] single-tree approach. We evaluated it,
to find out, whether allowing clusters of different central phones
provides an improvement in recognition accuracy for this recogni-
tion task. The results suggest that this is not the case. The slightly
reduced accuracy is probably due to a decreased discrimination
that comes along with the clustering of triphone states of differ-
ent central phone. Hence, in the following experiments each set
of models with a specific central phone was clustered separately.
Row 3 lists the error rate achieved with Odell’s question set re-
duced by the single-phone questions. Interesting to notice is that
the recognition accuracy only decreases very slightly against the
one of Row 1 with all the questions.
The application of the reduced minimal question set that only con-
tains those 2�21 questions that are required to generate all of the
original ones (see Section 2) results in an increased error rate. Run-
ning the multiple pass procedure, as proposed in Section 4, started
with this minimal question set in the first pass, however, results in
a remarkably good recognition performance (Row 5). Allowing all
the 60k possible splits that are the result of intersecting all the pho-
netical categories, as outlined in Section 3, leads to the best word
error rate measured to this point (Row 6). Balancing the decision
tree according to Eq. 2 provides another slight improvement (Row
7).
Not surprisingly, the first pass of the procedure proposed in Sec-
tion 5 which only uses the single-phone questions degrades against
the other experiments that apply more profound model-sets. The
second pass (Row 9), however, that uses a question set of all the
intersections of sets found in the trees of the first pass, achieves
the same performance as the best phonetically-based system so
far. Balancing the decision-tree again provides another slight im-
provement (Row 10). It is the lowest word error rate observed in
our experiments on tree-based clustering. It should be noticed that

this performance was achieved without the incorporation of pho-
netical knowledge and without the need for additional clustering
procedures and similarity measures.

8. CONCLUSION

The paper has presented several means for efficiently combining
the initial triphone sets for an improved tree-based clustering per-
formance. It has been shown that the proposed methods can ef-
fectively be used to increase the accuracy of context dependent
HMM-based speech recognizers. Additionally, an automatic pro-
cedure has been proposed that uses the tree-based clustering pro-
cedure itself to construct the set of initial sets of triphones that
limit the possible splits within the tree nodes. This procedure not
only achieves the same performance as the standard approach that
incorporates additional (phonetical) knowledge, but even outper-
forms it. Furthermore, the idea of balanced decision trees has been
presented as well as experiments which showed that a soft balanc-
ing of the trees can be useful.
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