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ABSTRACT assumed to contain only unvoiced signal. A transition from

. . . . voiced region to unvoiced region is determined during speech
This paper presents a harmonic+noise speech coder which uses . . . )

T o . analysis and then sent together with other information to the
an efficient spectral quantization technique and a novel

voiced/unvoiced (V/UV) mixing model. The harmonic decoder for synthesis. Typically, at least 3 bits are required to

maanitudes are coded at 23 bits/frame using the maanitud code the V/UV transition. Although rigid V/UV division into
9 . L . 9 9 Gow- and high-frequency regions is very efficient for coding, it
response of a linear predictive coding (LPC) system. The.

; ) ; c|1ntroduces many artifacts in the synthetic signal. A noticeable
difference between the harmonic magnitudes and the sampled,. O . p N
: L distortion is the buzzyness quality as a result of very “clean
magnitude response Is minimized by the closed-lpop ap.prOaChharmonic spectrum in the voiced region. In this paper, a V/UV
-cli-gﬁv\e/éu:‘/ror::)(lt?'n% 'SS n;(;((:i:ﬁleg gztrir?]mgl?\t/k;kf)ur;cuggsgihl%hn Isth énixing model is proposed to improve the mixing of the voiced
flathness measure Tr?e V/IUV pmixin model aIFI)ows noise to be and the unvoiced signalis. Additionally, based on the proposed
added in the halrmonic ortion O? speech spectrum So thaV/UV mixing model, a technique is developed to determine the
) P peech sp . . TV/UV mixing from the LSP parameters available in the decoder.

buzzyness is reduced. The V/UV mixing information is . - .

. . . Therefore, no bits are required to transmit the V/UV
determined from the spectral parameters available in theinformation

decoder, no bits are needed for transmitting the V/UV

information. A 1.4 kbps harmonic coder is developed. The
speech quality of the coder is comparable to other harmonic 2. QUANTIZATION OF HARMONIC

coders operating at higher rates. MAGNITUDES
The number of harmonic magnitudes of a short-time speech
1. INTRODUCTION spectrum varies according to thenflamental frequency of the

Harmonic+noise model has been extensively used in Codingspeeqh segment. In.ordgr to code thg variable.-length harmonic
speech signals at bit ratemand 2.4 kbps [1][2]. In this model, magn!tude vector using flxetd-rate coding technique, we use the
speech spectrum is divided into voiced and unvoiced regions. Inmagnitude response of a '}Order.all-pole LPC system to

the voiced region, speech signal is modeled as the sum ofPProximate the harmonic magnitudes. If the fundamental
harmonics of the fundamental frequency (pitch). In the frequency of tlje speegh frame is known, a close approximation
unvoiced region, speech signal is modeled adam noise. The qf the harmonic magnltudes. can bg evaluqted from th.e all-pole
parameters required by the harmonic coder are the voicingf”ter parameters and.the flltgr gain provided the dn‘ference
information, the pitch and the short-term spectral information. Petween the harmonic magnitudes and the LPC magnitude
For low-rate harmonic coding, the harmonic magnitudes areSPectrum is minimized. In this paper, we propose a quantization
usually coded to a fixed rate by using all-pole linear predictive t€chnique which minimizes the quantization distortion in the
coding (LPC) technique [3]. However, all-pole LPC system Mean-square sense. !nl this technique, the optimum codewords
would introduce spectral distortion and is partially responsible aré selected by minimizing the error function

for producing spech of_ syr_lthetic quality. Ir! this paper, we M [ 9(f)

propose a technique which improves the coding performance by e(l,k) = ZEBm “TAme. K2 1)
closed-loop minimization of the difference between the M |A(ma)o, )|E

harmonic magnitudes and the LPC magnitude spectrum. Thewhere w, is the fundamental frequency,is the index of the

line spectrum pair (LSP) parameters are used to represent theifferential gain candidate, ardis a vector of the indices of the
LPC spectrum. The iBorder LSP parameters are quantized filter parameter codebooks. The™ harmonic magnitude is
efficiently by exploring both the intra- and inter-frame denoted byB,, and the total number of harmonic magnitudes is
correlation using 2-dimensional differential LSP (2DDLSP) M. The gain and the sampled magnitude response of the all-pole
coding [4]. The prediction residuals of the 2DDLSP predictor fjiter are denoted byg(¢) and g(é)/|A(ma)o,k)|, respectively.

are quantized using the split vector quantization (VQ) i
technique. Another factor that also affects the robustness ofThe filter parameters are re_prese_nted by th@o_rder_ LSP
harmonic coders is the incorrect estimation of voiced/unvoiced P2rameters because of thelr desirable properties N spectral
(V/UV) information for rapid time-varying signal, for example, quantization. The all-pole f_||ter response can be obtained from
a speech onset. For efficient coding of V/UV information, the LSP parameters by noting that

speech spectrum is usually divided into low- and high- |P(mw0,k)+Q(mwo,k)|

frequency regions. The low-frequency region is assumed to |A(ma,, k)| = 5

contain only voiced signal while the high-frequency region is




where The techniques are evaluated over 760Ceesp frames

o - w. 2 contributed by both male and female speakers. The average SDs
P(mw, k) =2"e " 2 COSTO_FJ [cosma, —cosg, (k)] of the 2 quantization techniques are tabulated in Table 1. It is
s Fodd observed that the proposed closed-loop quantization technique
LY 10 H
Q(mw, k) =-j2°% = Sinm_w0 I_I [cosmwo ~cosf, (k)], has a better performance at lower bit rate.
ireven Table 1 Comparison of the Average SDs of the 2 Difference
and {ei (k)}ilf1 are the LSP parameters with respect to the Harmonic Magnitude Quantization Schemes
codebook indicek. For the sake of efficient quantization of the Bit Rate (bits/frame) Average SD
LSP parameters, a 2DDLSP predictor is employed to predict the| Gain Spectral (dB)
values of the LSP parameters and the prediction residuals ard Parameter | Parameters

quantized using split VQ. The prediction residual vector is split | Open-Loop

inter-frame prediction coefficients of the 2DDLSP predictor [4],
respectively. The difference between the gains of the previousI
frame and the present frame is quantized by scalar quantizatiom

(SQ) technique. The filter gag(¢) in (1) is obtained by R Yt
9(f) =g +Aag(Y)
whereAg(¢) is the/™ codeword of the differential gain table and

T LSP Parameters of Gain of the
the Previous Frame Previous Frame

into 3 subvectors and their dimensions are (3,3,4). By using 2DDLSP-SQ 6 24 3.104
k,, and k; to denote the codebook indices, the vector Proposed
3 6 - 3 20 2.976
k ={k,.k,,k;} and the vectors{r (k)f,, {r(k,)},. and Technique
{ri(ks)}ilf7 are the elements of the prediction residual codevector
r(k). According to the codevecto(k), an estimation of thé" e ¥ - Harmonic
LSP parameter with respect to the codebook indides i i Prediction Differential Magnitudes
~ ~ ! Residual Gain
6,(k)=2a6_+h6 +r(k) L Codebooks Table W,
where 67,1 is the (-1)th quantized LSP parameter of the present i i ¢ r (k) L Ag(l) l
[}
~ -th i 3 1 ! Estimation Evaluation of - +
frame and@, is thei™ quantized LSP parameter of the previous {1 | oftheLsP | JJthe LPC Mag._":sf:g]ll?if;c ;CB
frame. The coefficientsa} and {b} are the intra- and the | | [ Parameters Spectrum e
[}
[}
[}

Figure 1 A block diagram of the proposed closed-loop

s ) ) guantization technique.
g is the quantized filter gain of the previous frame. The error

function g(¢,k) in (1) is used for joint optimization of the filter 3. MODEL OF V/UV MIXING
gain and the filter parameters. The table index of the optimum

differential gain and the codebook indices of the optimum LSP
prediction residuals are determined by closed-loop
minimization of the error functiom(¢,k). A block diagram of
the proposed quantization technique is shown in Figure 1. Th
size of the differential gain table is 8. The sizes of the 3
prediction residual codebooks are 128, 128, and 64,
respectively. Therefore the harmonic magnitudes are quantize
using 23 bits only.

For low-rate harmonic coders, a simplified V/UV mixing
strategic based on the division of speech spectrum into low-
frequency voiced region and high-frequency unvoiced region is
always used. This model creates very “clean” harmonics in the
&oiced region and hence introduces buzzyness into the synthetic
speech. Besides, at least 3 bits are needed to code the V/UV
ransition. In this paper, we propose a method to improve the
/UV mixing while simultaneously reduce the bits required to
carry this information to the decoder. It has been shown that the
The proposed quantization technique is compared with thatspeech spectrum envelope inherently correlates to the degree of
employed by a 1.6 kbps harmonic coder developed earlier [3].V/UV mixing [6]. We can observe from speech spectra that
In the 1.6 kbps harmonic coder, the harmonic magnitudes arenigh-frequency region of speech spectrum contains mostly noisy
also coded to a fixed rate by using all-pole LPC technique. Thesignal and spectral region with strong formants contains mostly
filter gain and the LSP prediction residuals are quantized usingvoiced harmonics. Based on these observations, we can assume
SQ technique. The selection of optimum codewords is that signal in the high-frequency region with high spectral
performed in an open-loop fashion. The total number of bits flathess can be classified as unvoiced while signal in low-
required for the quantization of harmonic magnitudes is 30. Thefrequency region with small spectral flatness can be classified as
techniques are assessed objectively by evaluating their averageoiced. Now, let us define a spectral flathess measure which
spectral distortion. A spectral distortion (SD) measure defined covers the region fror@ to 7Tin the speech spectruffw) as
in [5] is used for evaluation. The SD measigfor the n" -
frame is defined as f(6) :,T_le_[[log|5(w)|‘§(6)]2dw @
M ~ .\ ]
Dn2 =1VOOZ(|0910 Bm2 _|0910 Bmz) _ 1 m
- m= where S(0) =—Ilog|S(a))|dw is the mean of the log

where B, is the quantized harmonic magnitude of tieband. m-64
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magnitude spectrum over the region fréhto 7z This flatness
measure will be low if the high-frequency region frého pel’]
contains only noisy signal. By comparifi@) to a predefined B -
thresholdT,,, we can locate a transition poiitwhere signal in

the spectrum region fror to mris classified as unvoiced and =
signal in the spectrum region from 0fais classified as voiced.

If S(w) is an unity gain LPC spectrum, we can experimentally :
determine the threshold,, to be 0.025. Note that this V/UV
transition can be completely determined from the spectral , |se——— e
parameters available in the speech decoder, therefore no bits aie- 0.2 RN E .
needed to carry the V/UV information to the decoder. However, Figure 2 Speech spectrogram and its V/UV transition curves
we have to point out that this V/UV analysis is based on anobtained from closed-loop analysis (white curve) and proposed
assumption that the excitation contains at least some pitchmethod (dark curve).

harmonics. In case there is a lack of periodic excitation and the

spectrum is completely unvoiced, then by using the spectralNote that the V/UV transition is a#(g,) =0.5, and the voiced

flatness measure to determine the voicing information is and unvoiced regions are corresponding i) <0. asd

irrelevant. Therefore we still need to send a parameter for 0 Vel 0. 3(b) sh h ing f .
indicating the overall voicing decision. In practice, this can be V() >0.5, respectively. Fig. 3(b) shows the mixing function

easily done by encoding a special code, say 0, on the pitchv(8) for the spectrum shown in Fig. 3(a). This V/UV mixing
which will be sent to the decoder. The accuracy of tbegsed function can be combined with the speech spectrum envelope to
method is compared to a method based on closed-loop V/UVgenerate the unvoiced spectrum. Practically, there are two
analysis proposed by us in [7]. Fig. 2 shows the spectrogram ofapproaches to generate the unvoiced spectrum. The first
a speech sentence from a female speaker. The white curve oapproach is the frequency-domain approach as similar to the
the diagram is the V/UV transition curve obtained by closed- one that is used in multiband excitation coder [2]. The
loop V/UV analysis and the dark curve is the V/UV transition magnitudes of the unvoiced bands are weighed by the V/UV
curve obtained by using the proposed method based on spectrahixing function prior to the unvoiced speech synthesis via
flatness. We can observe from the figure that the proposedlFFT. The second approach is the time-domain approach where
method achieves vegccurate estimation of V/UV transition. the LPC spectrum is weighted by the V/UV mixing function.

The V/UV information obtained from the proposed method has 1€ Weighted power spectrum is converted to autocorrelation
been applied to a 1.6 kbps harmonic coder developed earliedata and then an all-pole LPC n‘_lode_l |s’f|tted to autocorrelation
[3]. We found that there is no drop inegzh quality by using data “to compute the synthesis f|_|ters parameters _for the
the new V/UV information. In fact, the speech quality is slightly unvoiced signal. Based on the experlmental results achleved,_ we
improved. Also, since it is not necessary to transmit the /Uy found that the second approach is slightly better than the first
information, the bit rate is reduced. The next major @PProach. Fig. 3(c) shows the speech spectrum of Fig. 3(a)
improvement in speech quality is based on using a smootheverlay with plots o_f the LPC spectrum ((_iotFed curve) and the
VIUV mixing rather than a rigid V/UV transition. It has been '€SPONse of the dferlved unvoiced synthesis filter (_d_ashed curve).
observed from many speech synthesis experiments that thd N€S€ plots reaffirm that the proposed V/UV mixing strategy
quality of synthetic speech from a harmonic coder is always models the noise floor_of the s_peech sp_ectrum accurately. Fig.
very buzzy. This is mainly due to the use of a “pure” harmonic 3(d) shows the combined voiced/unvoiced synthetic speech
excitation in the voiced speech spectrum. Fig. 3(a) shows aSPectrum using the improved V/UV mixing model. Listening
synthetic speech spectrum (dotted curve) derived from thel€StS for comparing the quality of synthetic speech from the
original speech spectrum (solid curve) by using a rigid V/UV
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rigid and smooth V/UV mixing models have confirmed that
transition model. By observing the synthetic spectra, we find Puzzyness in the synthetic speech is significantly reduced by
that there are strong dips in the inter-harmonic regions since nd'Sing the proposed smooth V/UV mixing function.

signal or noise exists there. On the other hand, by observing the

original speech spectrum there is apparently a noise floor in the Magnitude (dB)

inter-harmonic regions and the strength of this noise floor seems ,, | A : _
to vary locally with the spectrum magnitudes. From physical /\ /\ /\ """"" synthetic Speech (Conventional Method)
point of view, as the air waves travel through the vocal tract, the A /\\ A

noise generated as a result of turbulent air should be spread ove U U U

the whole spectrum and be weighted by the vocal tract response o M VAWM \[ U
Based on this observation, we propose a smooth V/UV mixing VTR (R R
function defined from the spectral flatness measure of (2) as:

Original Speech

a_@ f(9)<T 0.0 1.10 z.}o i 3.10 4.0

v(B) =0 2Tuv uv Frequency (kHz)
0 T £(8)>T, Figure 3(a) A typical speech spectrum (solid curve) and the
B2 (6) v corresponding synthetic spectrum (dotted curve) obtained using

conventional V/UV mixing model.
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Figure 3(b) The V/UV mixing functionv(w) derived from
speech spectrum shown in Fig. 3(a).
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Figure 3(c) Response of the unvoiced synthesis filter (dashed
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quantized to 3 bits and the LSP prediction residuals are
quantized to 20 bits. The V/UV mixing function is obtained
from the LSP parameters at the decoder. Therefore no extra bit
is required for the transmission of V/UV information. The
smooth V/UV mixing function is applied to synthesize unvoiced
signal in the time-domain.

A pair-wise comparison test between the 1.6 kbps MBELP
coder [3] and the proposed coder is performed. Ten listeners are
involved in this test. The results show that all listeners prefer
the 1.4 kbps coder. We also perform the subjective quality tests
and the results show that the proposed 1.4 kbps harmonic coder
achieves an MOS score of 3.3.

Table 2 Bit Allocation of the 1.4 kbps Harmonic Coder

Mode vov | uv.v | uv

Gain .

Parameter 3 bits

Spectral .

Parameters 20 bits

5 bits (0xxxx) | 5 bits (0xxxx) 5 bits
Pitch Xxxx=1- 15 xxxx=1-15 (00000)
differential differential

5. CONCLUSION

Techniques for improving the harmonic+noise model for speech
coding at 1.4 kbps are proposed. The harmonic magnitudes are
quantized efficiently by split VQ of the LSP prediction residuals
based on closed-loop analysis. Significant improvements on
voice quality are achieved by using a smooth V/UV mixing
model where the model parameters are derived from spectrum
envelope. A 1.4 kbps coder incorporating the techniques
proposed is scessfully developed and the speech quality
achieved is sufficient for communications.
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