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ABSTRACT

Recently, a new technique for the lossless encoding of boundary
maps was introduced, which is based on the concept of “transition
points”. In this paper we show that, using a simple representa-
tion for the transition points, it is possible to use the JBIG image
coding standard for the encoding of image partitions. Moreover,
this new approach outperforms, in most cases, differential chain-
coding both in efficiency and simplicity of implementation.

1. INTRODUCTION

Chain-coding is a well known method for the encoding of lines
superimposed on a regular grid. Several applications have moti-
vated further study and development of this technique, since its
introduction by Freeman in 1961 [1]. Among them, we point out
the encoding of geographic maps containing terrain contours and
coastlines [2], line drawings [3], bi-level images [4], gray-level
images [5], object shapes [6–9], and image partitions [10].

One of the most demanding applications has been region-based
image coding. The so-called “second-generation” image compres-
sion methods [11, 12] boosted the interest of the researchers on
finding efficient ways of representing the shape of isolated objects
(shape-coding) or sets of neighboring objects (or regions) of a vi-
sual scene (partition-coding). Nevertheless, chain-coding seems to
maintain a leading position (or, at least, a tie) in what concerns ef-
ficiency and popularity in the task of lossless shape-coding [9] and
lossless partition-coding [13].

In this paper we address the latter case, i.e., the lossless encod-
ing of image partitions, using a contour-based approach. However,
instead of the traditional chain-coding philosophy, we adopt a re-
cently proposed approach, which is based on the concept of “tran-
sition point” [14]. These points occur at locations of the boundary
map (representing the image partition) which are characterized by
changes of state in the columns and / or rows of the edge elements.

The main contribution of this paper is to show that, using the
idea of transition point, arbitrary boundary maps representing par-
titions of images can be transformed quite easily into what we call
“the map of transition points”. As explained below, a map of tran-
sition points can be regarded as an image having two planes, i.e.,
two bits per pixel. This fact allow us to transform the problem of
encoding image partitions into the problem of lossless image cod-
ing. To perform the image compression step we chose a standard
technique: JBIG. The experimental results presented in this paper
show its excellent ability for this task, offering even better results
than the ones reported in [14], for which anad hocencoder was
used.

In the remainder of this section we review the concept of tran-
sition point, and explain how it can be used for boundary encoding.
A more detailed explanation can be found in [14].

Let us consider the set of sites represented in Fig. 1 by small
black squares, and let us call them “nodes”. An image havingNR
rows andNC columns hasNR(NC � 1) + NC(NR � 1) edge
elements (the white rectangles in Fig. 1) andNRNC � 1 nodes.
Moreover, we refer to the nodes marked by arrows as “starting
nodes” (there are a total ofNR +NC � 2 of them).

Figure 1: Location of edge elements (white rectangles) and nodes
(small black squares). Nodes marked by arrows are called “starting
nodes”. Shaded squares indicate pixel positions.

If we scan a row of the boundary map from left to right (or a
column from top to bottom), beginning at the corresponding start-
ing node, we are able to encode the boundary contents of the given
row (or column) by storing the position of the nodes where the se-
quence of edge elements changes state, i.e., where it goes from a
sequence of active edge elements to a sequence of inactive edge
elements or vice-versa. We call these nodes “transition points” of
the boundary map. At most, a boundary map may haveNRNC�1
transition points, i.e., as much as the number of nodes.

By applying this algorithm to theNR � 1 rows of horizontal
edge elements and to theNC � 1 columns of vertical edge ele-
ments of the boundary map, it is possible to represent arbitrary
boundaries. Figure 2 shows a small example of a boundary map
corresponding to a partition (six regions) of the image. The labeled
white squares mark the transition points.

It is not difficult to find out, in this example, that there are tran-
sition points due to changes only in the vertical direction (a andh),
only in the horizontal direction (b andd) and in both directions (c,
e, f andg). We call them, respectively, vertical tees (V), horizontal
tees (H) and corners (C). Figure 3 shows the assignment of these
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Figure 2: Example of a boundary map and corresponding location
of its transition points (labeled white squares).
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Figure 3: Assignment of the type of transition point:C for corner,
H for horizontal tee andV for vertical tee.

three types of transition points to the nodes of the boundary map
displayed in Fig. 2.

Having the location and type of all transition points, the re-
construction of the original boundary map is a trivial procedure.
In fact, the reconstruction operation can be viewed as a pen mov-
ing across each row of nodes (from left to right) and across each
column of nodes (from top to bottom) according to the following
“drawing rules”:

� At the beginning of each row or column the pen is up.

� While moving across a row, the pen changes state (up to
down or down to up) if it encounters a corner or a horizontal
tee transition point (C or H).

� While moving across a column, the pen changes state (up to
down or down to up) if it encounters a corner or a vertical
tee transition point (C or V).

In order to show the capabilities of this concept when applied
to the encoding of boundary maps, it was proposed, in [14], a pro-
cedure for representing, efficiently, the set of transition points as-
sociated with the boundary map to be encoded. Basically, this
procedure relies on the construction of a symbol stream formed by
two components: (1) distance,di, between transition points; (2)
type of transition point,ti.

The symbol stream, constructed by scanning the nodes as de-
picted in Fig. 4, has the following structure:

d1; t1; d2; t2; : : : ; dN ; tN ; dN+1

wheredi 2 N0 , ti 2 fC;H;Vg, andN is the number of transi-
tion points.

Figure 4: Scanning pattern used in [14] for the construction of the
code stream.

After obtaining the symbol stream, the next step is the trans-
formation of symbols into binary codes. To achieve an efficient
representation of the boundary maps, variable length codes should
be assigned to each of the two data components. In [14] a shift
code was adopted for the representation of thedi component. For
the ti component, the following assignment of binary codes was
used: code “0” for symbolC, code “10” for symbolV and code
“11” for symbol H. Typically, a shorter codeword can be assigned
to symbolC, since it is generally the most frequent in a boundary
map.

2. THE MAP OF TRANSITION POINTS

As presented above, the idea of using transition points for the en-
coding of boundary maps is quite simple. Moreover, the imple-
mentation of the procedure required for the generation of the two
streams of symbols (di and ti) is straightforward. However, the
same simplicity does not usually apply to the design and imple-
mentation ofad hocbinary stream encoders and decoders for vari-
able length codes.

In the remainder of this paper, we present and justify an alter-
native approach that relies on “of the shelf” standard image encod-
ing algorithms. This is obtained through a suitable transformation
of the information conveyed by the two symbol streams mentioned
above into an image that can be compressed by standard lossless
image compression techniques. In fact, from Figs. 1 and 4 it is not
difficult to conclude that, apart from the upper left corner, the set of
nodes form an image with the same geometry as the original one.
Therefore, the boundary map corresponding to aNR �NC image
can be represented by anotherNR�NC image whose pixels have
only four possible values: three of them for representing the three
different types of transition points, and one meaning “no transition
point present”. Figure 5 shows this image (at symbol level) cor-
responding to the boundary map of Fig. 3. We will refer to this
kind of images as “maps of transition points”. Figure 6 shows an
example of a boundary map of the upper left quarter of the “lena”
image, and the respective image of the map of transition points.

As stated above, the aim of this paper is to show that the en-
coding of boundary maps describing image partitions can be eas-
ily transformed into a lossless image compression problem. More-
over, we show that a standard image coding technique can be used,
and also that it offers advantages over the previously proposed en-
coding method. This new approach requires only a minimal effort
of adaptation, which is the construction of the map of transition
points.

JBIG (Joint Bi-level Image Experts Group) is a relatively new
standard for lossless compression of binary and low-precision gray-
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Figure 5: The map of transition points corresponding to the bound-
ary map of Fig. 3. The shaded square indicates that the value of
that pixel is arbitrary, since it has no corresponding node.

level images (typically, having less than 6 bits per pixel), known
to outperform other existing standards, such as Group 3 and 4 and
lossless JPEG [15–17]. Having this in mind, we adopted the JBIG
image coding standard for the lossless compression of the maps of
transition points.

3. EXPERIMENTAL RESULTS

Figure 7 shows two images (256 � 256 pixels, 8 bpp), “lena” and
“couple”, which were used in the experiments reported in this pa-
per. Several boundary maps were generated, using a region grow-
ing technique, and lossless encoded using JBIG, according to the
approach presented in this paper (denoted as “Tr”) and to the dif-
ferential chain-coding method (denoted as “Ch”).

Figure 8 depicts plots of the number of bits required to encode
those boundary maps, as a function of the number of active edge
elements, for each of the two test images. Each graphic displays
results obtained using the two encoding methods (“Tr” and “Ch”).

Based on these results, and also on the results presented in
[14], we can conclude that the proposed method provides, in gen-
eral, better compression ratio than differential chain-coding. The
improvement clearly increases with the increase in complexity of
the boundary maps (larger number of active edge elements). More-
over, JBIG seems to be quite appropriated for encoding the map
of transition points. In fact, if we compare the results (for the
“lena” image) obtained with JBIG with the results previously ob-
tained [14], we conclude that JBIG is, generally, better.

4. CONCLUSIONS

In this paper we have shown that the problem of encoding im-
age partitions can be easily converted into a problem of lossless
image coding. The conversion between the boundary maps that
describe the partitions and the images is obtained through the con-
cept of map of transition points. Also, we provided experimental
evidence that JBIG can be used successfully in this task. This fact
is significant, since it offers a straightforward approach for the im-
plementation of the method, avoiding the step of designing and
implementing non-standardad-hocencoding techniques.
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Figure 6: Top, the boundary map (for a given segmentation) of the
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