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ABSTRACT
In this paper, we propose a new method for computerized human
face recognition using fractal transformations. The popular use
of fractal image coding has been for image compression. It is
only recently that their uses for object recognition are being
explored. We will show that by utilizing the intrinsic properties
of block-wise self-similar transformations in fractal image
coding we can use it to perform face recognition. The
contractivity factor and the encoding scheme of the fractal
encoder are shown to affect recognition rates. Using this
method, an average error rate of 1.75% was obtained on the
ORL face database.

1. INTRODUCTION

Humans can perform face recognition with relative ease under
many varying conditions. It is desirable to have an automatic
system that can perform that same task with similar speed and
accuracy. As a result, automatic face recognition algorithms have
been an active area of research for more than 20 years, although
the performance has not reached that of humans.

Many algorithms have been proposed for face recognition, and
one of the most popular and successful is based on the eigenface
method [8][18][23][24]. This method uses principal components
analysis (PCA) to find a reduced basis for the sample space
spanned by a set of training faces. A set of weights is obtained by
projecting faces onto this basis of lower dimension. These
weights can be grouped into different classes for faces from
different people. Comparing the weights of an unknown face
with that of known faces using a distance measure then performs
classification. This method has the advantage of rapid
classification, but it is sensitive to variable lighting conditions
and spatial mismatches between the input face and the face in the
database.

Other methods of face recognition have been proposed that
include the use of convolutional networks (CN) [12], hidden
markov models (HMM) [20][21], self-organizing maps (SOM)
[9], probabilistic decision-based neural networks (PDBNN) [13],
a combination of several methods using discrete cosine
transforms (DCT) with image synthesis and neural networks
[22], and a combination of analytic and holistic approaches [11].

A new approach to face recognition using fractal image coding is
presented in this paper. Fractal image coding for object
recognition has been explored by Neil et al. [16][17] for use on
binary images. It has also been used in conjunction with neural

networks by Kouzani et al. [10]. This paper extends those works
to include gray scale images of human faces and the further
investigation of the properties of fractal codes to increase the
recognition rate. In particular, an expression relating the
contractivity factor of a fractal code to the recognition rate is
derived. Explanations of the mechanisms of the block-wise
transformations in a fractal code that gives it the property of
limited invariance to illumination effects, translations, scaling,
and rotations, will be given. Experiments were performed on the
Olivetti Research Labs (ORL) database of human faces. This
database consisted of 400 images of 40 different persons in
varying pose and facial expressions.

2. FRACTAL IMAGE CODING

Fractal objects, in the mathematical sense, exhibit self-similarity
at all scales of magnification [15] that can be represented by
compact mathematical equations. Not all two dimensional images
are mathematical fractal objects, but they can be approximated by
using a collage of self-similar sub regions of the image
[1][2][3][5][6][7][19]. Encoding an image into its fractal
approximation then involves the search for self-similar sub-
regions of the image. In particular, a larger domain block maps to
a smaller range block through a geometric and affine
transformation. The transformation considered in this paper is
described in the following equation,

(1)

where then th transformation nτ  operates on the input image ip

on the n th domain block ( )Dn
ip , and rn,D  is a decimation by r

operator on the n th domain block. The contrast scaling factor is

nα , given by (2)Equation , and nγ  is the illuminance shift

factor given by (3)Equation :

(2)

where ( )Rnp  denotes the n th range block, and ( )Dnp  denotes the
n th domain block of the image p ;
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where Bi  and Bj  are the height and width of the range block
respectively.

The following subclass of fractal encoders are considered in this
paper:

• The input image is partitioned into non-overlapping
square blocks, called range blocks.

• Each range block is the result of a mapping from a
domain block within the image that is twice as large,
which can overlap by half its size in the vertical and
horizontal directions.

• Each transformation from the domain block to the range
block involves a decimation by a factor of two using
averaging followed by a contrast scale and illuminance
shift, as shown in Equation (1).

• There are no domain block search restrictions.

The contractivity factor for this encoding scheme was derived.
The method used is similar to the one used by Lundheim [14],
but here it is extended to include overlapping domain blocks.
Equation (4) is the result.

(4)

Where dhI  and dwI  are the number of range blocks in the

vertical and horizontal directions respectively, ( )nQ  is the
domain block index of the n th range block. The range blocks
are indexed sequentially row-wise from the top left to the bottom
right corner. Equation (4) implies that the contractivity factor s
is obtained by taking the square root of the largest sum of squares

of ( )nα  each time the domain block with index ( )nQ  is used,
divided by the decimation factor r . For simplicity we set

Figure 1. The top illustration shows an arbitrary image
with a domain to range block transformation. The bottom
illustration shows that same image after some rotation,
scaling and shifting, with the same domain to range block
transformation. In both cases, that same transformation
captures the self-similarities in the image.

( ) αα =n , a constant value. Equation (4) then becomes
(5)Equation .

(5)

where t  is the maximum number of times a domain sub-block is
used. In this paper t  was set to 6.

3. RECOGNITION

In this paper, the following metric was used in the encoding
schemes,

(6)

where hI  and wI  are the height and width of the images p  and

q . This metric is also known as the Euclidean or RMS metric.

For recognition the value of ( )( )iijfd pp ,  is minimized, where

jf  is the j th fractal code in the database, and ip  is the i th

input image, then it is said that the j th face in the database is

the best match of the i th input face. Using ( )( )iijfd pp ,  for

recognition results in limited invariance to translations, scaling,
and rotations.

Figure 1 illustrates why a fractal block transformation can be
invariant to rotation, scaling and shifting. The illustration shows
that even after those distortions the self-similar sub-features of
the image are still captured by the same domain to range
transformation. Thus by measuring the distortion between an
input image and the image after one decoding iteration, the
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Figure 2. Left images are input faces. Right images are
the attractor of the fractal code. The middle images are
the result of applying that fractal code on the input face.

feature similarity between the input image and the attractor of the
fractal code can be quantified. This value is given by

( )( )iijfd pp , . To further improve the recognition rate, the input

image can be shifted in four extra directions by an amount equal
to the size of the range block before decoding. This results in a
four fold increase in computation, which can be counteracted by
decreasing the size of the images used by a factor of 2. Thus the
best matching face in the database to an input image is given by,

(7)

where W  is the number of images in the database, ><direction
ip

denotes an input face to be classified that has been shifted in the
direction ><direction  by the size of a range block in that
direction, and bestj  is the index of the best matching face in the

database.

The contractivity factor was found to affect the recognition rate
in the manner described by Equation (8).

(8)

where jp~  is the attractor of jf . Increasing the contractivity

factor results in slower convergence to the attractor of the fractal
code, and thus decreases its sensitivity to distortions. This is
desirable when the input faces vary significantly in pose and
expression to the faces in the database. Decreasing the
contractivity factor results in faster convergence, and thus
increases its sensitivity to image differences and similarities. This
is desirable when the input faces do not vary significantly in
terms of pose and expression to the ones in the database.

Figure 2 shows the results of one decoding iteration using a
fractal code from the database with different faces as input.

4. RESULTS

The ORL face database was used in our experiments. The
experiments performed involve the use of four different
selections of training and testing samples. One to five faces per
person were used for training, and the ones that were not used for

Figure 3. Comparison of the error rates obtained by
averaging the results from four different training/testing
sets.

training were used for testing. The four different training/testing
sets were selected at random except one, where the faces used for
training for each person were taken in sequential order from the
database. The range blocks were chosen to be 44×  pixels in size,
and the domain blocks had a size of 88×  pixels.

In addition to the method described in this paper, experiments
were also performed on a variant of this method that doesn’t
involve the extra shifting of the input image, using different
fractal encoding schemes such as quad tree encoding [4] and HV
partition encoding [4], eigenfaces, and the nearest neighbor
classifier. The results of the experiments performed in this paper
are summarized in Figure 3.

The best results were obtained with uniform block partitions with
input image shifting, with an error rate of 1.75 %. When one
sample per person was used for training, our system achieved an
error rate of 17.8 % compared to the eigenface method which
gave an error rate of 30.3 %.

5. DISCUSSION

Figure 3 shows that the method described in this paper
outperforms all the other methods investigated. The best results
were obtained when five samples per person were used for
training, and when the contractivity factor was at 0.5. It is
interesting to note that the optimum contractivity factors for
uniform block partition encoding are different when input image
shifting is used. This is explained by the fact that shifting the
input image reduces the effects of distortions due to translations,
scaling, and rotations. Thus using a smaller contractivity factor
results in a better discrimination of faces, because the distortions
are then mainly due to feature differences. Using quad tree
encoding and HV partition encoding also gave inferior results.
The main explanation for this is that those methods involve the
use of non-uniform range blocks. This implies that a spatial
structure is imposed on the input image to be decoded, further
restricting the invariant effects of the block transformations.
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Although those encoding schemes gave better approximations to
the original image, they were not as suited for recognition tasks.

Table 1 shows a comparison of our results with others quoted in
the literature. We can see that the method described in this paper
outperformed the others in terms of error rate. One draw back of
our method is that the complexity is linear to the size of the
database, which is not as much the case for neural networks, but
neural networks have the disadvantage of significant performance
degradation when a large number of training samples are used. It
is yet to be investigated whether our method has this similar
drawback. Our method also has the smallest training time and the
advantage of incremental training where the addition or removal
of a sample from the database does not require the re-training of
the whole database, as is required in methods using neural
networks or eigenfaces.

Table 1. Comparison of results with others quoted from
the literature. Other results were obtained from Lawrence
et al. [12] Lin et al. [13], and Satonaka et al. [22]. The
experiments in this paper were performed on an Intel
Pentium II 400 MHz system.

6.  CONCLUSIONS

In this paper, we have presented a new face recognition
algorithm using fractal image coding. The inherent properties of
fractal codes based on the iterated function system can be
exploited to perform face recognition. The effects of the
contractivity factor and the fractal encoding scheme on the
recognition rate were explained. It was shown that the method
described in this paper achieved an error rate of 1.75 % when
five samples per person were used for training, in an average
recognition time of 3.23 seconds. For future work, we aim to
explore the effects of performance degradation for extremely
large databases.
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System Error
Rate

Classification
Time

Training
Time

This paper 1.75% 3.23 seconds 61 seconds

2DCT+NN 2.4% 0.1 seconds 2.95 minutes

SOM+CN 3.8% 0.5 seconds 4 hours

PDBNN 4% <0.1 seconds 20 minutes

2D-HMM 5% 240 seconds n/a

HMM 13% n/a n/a


