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ABSTRACT networks by Kouzani et al. [10]. This paper extends those works
to include gray scale images of human faces and the further

In this paper, we propose a new method for computerized humaninvestigation of the properties of fractal codes to increase the
face recognition using fractal transformations. Togular use recognition rate. In particular, an expression relating the
of fractal image coding has been for image compression. It is contractivity factor of a fractal code to the recognition rate is
only recently that their uses for object recognition are being derived. Explanations of the mechanisms of the block-wise
explored. We will show that by utilizing the intrinsic properties transformations in a fractal code that gives it the property of
of block-wise self-similar transformations in fractal image limited invariance to illumination effects, translations, scaling,
coding we can use it to perform face recognition. The and rotations, will be given. Experiments were performed on the
contractivity factor and the encoding scheme of the fractal Olivetti Research Labs (ORL) database of human faces. This
encoder are shown to affect recognition rates. Using this database consisted of 400 images of 40 different persons in
method, an average error rate of 1.75% was obtained on thevarying pose and facial expressions.
ORL face database.

2. FRACTAL IMAGE CODING

1. INTRODUCTION _ _ _ . o
Fractal objects, in the mathematical sense, exhibit self-similarity
Humans can perform face recognition with relative easger  at all scales of magnification [15] that can be represented by
many varying conditions. It is desirable to have an automatic compact mathematical equations. Not all two dimensional images
system that can perform that same task with similar speed anciré mathematical fractal objects, but they can be approximated by
accuracy. As a result, automatic face recognition algorithms haveusing a collage of self-similar sub regions of the image
been an active area of research for more than 20 years, althoughl[21[3][5][6][7][19]. Encoding an image into its fractal
the performance has not reached that of humans. approximation then involves the search for self-similar sub-

) B regions of the image. In particular, a larger domain block maps to
Many algorithms have been proposed facef recognition, and 3 smaller range block through a geometric and affine

one of the most popular andcsessful is based on the eigenface transformation. The transformation considered in this paper is
method [8][18][23][24]. This method uses principal components gescribed in the following equation,

analysis (PCA) to find a reduced basis for the sample space (o)

spanned by a set of training faces. A set of weights is obtained by Tn(Pi) =an(Dp P ) +yn (€8]
projecting faces onto this basis of lower dimension. These
weights can be grouped into different classes &me$ from
different people. Comparing the weights of an unknown face on the nth domain blockpi(”D), and D, , is a decimation by
with t.h.at Qf known. faces using a distance measure then perfor.m%perator on then th domain block. The contrast scaling factor is
classification. This method has the advantage of rapid . ) ) . - .
classification, but it is sensitive to variable lighting conditions an. given by Equation(2), andy, is the illuminance shiit
and spatial mismatches between the inpoefand the face in the  factor given byEquation (3):

where then th transformationr,, operates on the input image

database. |max(o(”R)) —~min({=))
Other methods ofakce recognition have beenoppsed that 0n = () ; (o) 2
include the use of convolutional networks (CN) [12], hidden |ma><(Dn,rp )—min(D,, ;p\"™®’) @

markov models (HMM) [20][21], self-organizing maps (SOM) n n

[9], probabilistic decision-based neural networks (PDBNN) [13], wherep( R? denotes then ',[h range block, anqb( °) denotes the

a combination of several methods using discrete cosine N th domain block of the image ;

transforms (DCT) with image synthesis and neural networks isizeBiSize

[22], and a combination of analytic and holistic approaches [11]. EBZ Z p(nR)(i,j)_
1 = =

A new approach to face recognition using fractal image codingis yY,=——— BiSizeBiSi

presented in this paper. Fractal image coding for object BiSizexBjSize] iz sze(D p i )
recognition has been explored by Neil et al. [16][17] for use on " =R nr

binary images. It has also been used in conjunction with neural
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where Bi and Bj are the height and width of the range block
respectively.

The following subclass of fractal encoders are considered in this

paper:

e The input image is partitioned into non-overlapping
square blocks, called range blocks.

« Each range block is the result of a mapping from a
domain block within the image that is twice as large,
which can overlap by half its size in the vertical and
horizontal directions.

«  Each transformation from the domain block to the range
block involves a decimation by a factor of two using
averaging followed by a contrast scale and illuminance
shift, as shown in Equation (1).

e There are no domain block search restrictions.

The contractivity factor for this encoding scheme was derived.
The method used is similar to the one used by Lundheim [14],
but here it is extended to include overlapping domain blocks.

Equation (4) is the result.
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Where |4, and Iy, are the number of range blocks in the

vertical and horizontal directions respectivel@(n) is the
domain block index of thenth range block. The range blocks

Figure 1. The top illustration shows an arbitrary image
with a domain to range block transformation. The bottom
illustration shows that same image after some rotation,
scaling and shifting, with the same domain to range block
transformation. In both cases, that same transformation
captures the self-similarities in the image.

a(“)=a, a constant value.
Equation(5) .

Equation (4) then becomes

ta®

r ®)

wheret is the maximum number of times a domain sub-block is
used. In this paper was set to 6.

S<

3. RECOGNITION

In this paper, the following metric was used in the encoding
schemes,

T 1w
d(p,q) =[p -, = JI(ZOIZO(p(kJ) — )’

where I, and I,, are the height and width of the imagesand
g . This metric is also known as the Euclidean or RMS metric.
For recognition the value oﬁ( (p )pl) is minimized, where

f.

i
input image, then it is said that theth face in the database is
the best match of théth input fice. Using d(fj(pi),pi) for

recognition results in limited invariance to translations, scaling,
and rotations.

(6)

is the j th fractal code in the database, apd is the ith

Figure 1 illustrates why a fractal block transformation can be

are indexed sequentially row-wise from the top left to the bottom invariant to rotation, scaling and shifting. The illustration shows

right corner. Equation (4) implies that the contractivity facsor

that even after those distortions the self-similar sub-features of

is obtained by taking the square root of the largest sum of squarethe image are still captured by the same domain to range

of a(”) each time the domain block with ind@(n) is used,
divided by the decimation factar. For simplicity we set

transformation. Thus by measuring the distortion between an
input image and the image after one decoding iteration, the
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the attractor of the fractal code. The middle images are
the result of applying that fractal code on the inpoef 0
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feature similarity between the input image and the attractor of the
fractal code can be quantified. This value is given by || Qudtee —5 - HV-partiion

Eigenface Nearest neighbor

d(fJ (p| )vp| ) . To further Improve the reCOgn|t|0n I’ate, the InpUt —%— Uniform (original image size and s =0.9) —e— Uniform (shift and halfimage size and s = 0.5)

image can be shifted in four extra directions by an amount equal
to the size of the range block before decoding. This results in a
four fold increase in computation, which can be counteracted by
decreasing the size of the images used by a factor of 2. Thus the
best matching face in the database tona@uitiimage is given by,

Figure 3. Comparison of the error rates obtained by
averaging the results from four different training/testing
sets.

training were used for testing. The four different training/testing

i, !eft)pgeft)d (fi (Diup) up C sets were selected at random except one, wherade fised for
) ) training for each person were taken in sequential order from the
jbest=arg min Sﬂ f;lpro™ pi“ght)d(fj (pido‘”“ pido""")g @ database. The range blocks were chosen t@bepixels in size,
=1 oy ) 0 and the domain blocks had a size8sf pigels.
L

; ; ; irection> In addition to the method described in this paper, experiments
where W |s.the number of 'ma‘?‘?s in the databqsf—-,d, ) ) were also performed on a variant of this method that doesn't
denotes an inputite to be classified that has been shifted in the jqyolve the extra shifting of the input image, using different
direction <direction> by the size of a range block in that  fractal encoding schemes such as quad tree encoding [4] and HV
direction, and j,eg is the index of the best matching face in the partition encoding [4], eigenfaces, and the nearesthhbergy
database. classifier. The results of the experiments performed in this paper

o . are summarized in Figure 3.
The contractivity factor was found to affect the recognition rate

in the manner described by Equation (8). The best results were obtained with uniform block partitions with
input image shifting, with an error rate of 1.75 %. When one
d(fj (pi ),pi) sample per person was used for training, our system achieved an
(1-s)< b b <(i+s) ®) error rate of 17.8 % compared to the eigenfacehatetwhich
M

_ gave an error rate of 30.3 %.
where p; is the attractor off;. Increasing the contractivity

factor results in slower convergence to the attractor of the fractal 5. DISCUSSION

code, and thus decreases its sensitivity to distortions. This is_ . ) .
desirable when the inpuades vary significantly in pose and Figure 3 shows that the method described in this paper
expression to the faces in the database. Decreasing th&utperforms all the other methods investigated. The best results
contractivity factor results in faster convergence, and thusWere obtained when five samples per person were used for
increases its sensitivity to image differences and similarities. Thistraining, and when the contractivity factor was at 0.5. It is
is desirable when the inpuades do not vary significantly in  interesting to note that the optimum contractivity factors for

shifting is used. This is explained by the fact that shifting the

Figure 2 shows the results of one decoding iteration using ajnput image reduces the effects of distortions due to translations,

fractal code from the database with different facesaisti scaling, and rotations. Thus using a smaller contractivity factor
results in a better discrimination of faces, because the distortions
4. RESULTS are then mainly due to feature differences. Using quad tree

encoding and HV partition encoding also gave inferior results.
The ORL face database was used in our experiments. TheThe main explanation for this is that those methods involve the
experiments performed involve the use of four different yse of non-uniform range blocks. This implies that a spatial
selections of training and testing samples. One to five faces pektructure is imposed on the input image to be decoded, further
person were used for training, and the ones that were not used fofestricting the invariant effects of the block transformations.
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