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ABSTRACT

We propose a new 6.1 to 13.3-kb/s speech codec called variable
rate code-excited linear prediction (VR-CELP) for Adaptive
Multi-Rate (AMR) transmission over mobile radio channels such
as GSM or UMTS.

The AMR conceptallows to operate with almost wireline speech
quality for poor channel conditions and better quality forgood
channel conditions. This is achieved by dynamically splitting the
gross bit rate of the transmission system between source and chan-
nel coding according to the current channel conditions. Thus the
source coding scheme must be designed for seamless switching
between rates without annoying artifacts.

To enhance the transmission qualityunder very poor channel
conditions, a new powerful error concealment strategy based on
estimation theory is applied.

1. INTRODUCTION

In digital mobile radio systems, due to the powerful combination
of equalization, interleaving and channel coding, an almost error-
free transmission is achieved down to a certain threshold of the
carrier to interferer ratio (C=I). If this threshold is threspassed, the
error controlling code will fail with the result that residual errors
possibly cause very annoying artifacts in the reconstructed speech
signal.

Therefore, in current systems a worst case design is applied
where the channel coding is powerful enough to remove most
transmission errors as long as the system operates within a rea-
sonableC=I-range. Yet, the drawback of this solution is a lower
speech quality than achievable forgood channel conditions, since
a large amount of the gross bit rate is consumed by the (in this
case) over-scaled channel coding.

The AMR concept solves the problem in a more intelligent, i.e.
adaptiveway. The ratio between net bit rate and error protecting
redundancy is adaptively chosen according to the current channel
conditions. While the channel is bad, the speech encoder operates
at low bit rates thus allowing powerful forward error control. In
turn, for good channel conditions the speech encoder may use its
highest net rate implying high speech quality, as in this case weak
error protection is sufficient.

Despite the inherent robustness of the AMR concept itself there
is still the necessity to conceal residual errors that are not corrected
by the forward error control code. By means of error concealment
the speech quality under very bad channel conditions can signif-
icantly be increased since annoying sound effects are removed or

muted. For error concealment we employ an approach recently
proposed in [1], which is strictly based on estimation theory. We
advance this approach by adding explicit redundancy to the trans-
mitted parameters. In this way the performance of the applied error
concealment technique can drastically be increased.

The paper is organized as follows: First we give a general de-
scription of the speech codec modules before focussing on the rate
adaptation capabilities. In section 3 we describe the concealment
techniques. Finally we shall state results of the performance tests
and draw the possible conclusions.

2. VR-CELP SPEECH CODING

A simplified block diagram of the VR-CELP speech encoder is
depicted in Figure 1. The basic CELP [2] encoder operation is
as follows: The sampled input speech signals(n) is partitioned
into segments of 20 ms (160 speech samples) duration and a linear
predictor is computed for each speech segment. The coefficients
of this predictor are used to build an LPC synthesis filter11�A(z)

describing the spectral envelope of the signal. An analysis-by-
synthesis procedure is employed to find the excitation that min-
imizes the weighted Minimum Mean Square Error (MMSE) be-
tween the synthesized and the original signal. The applied weight-
ing filter W (z) is derived from the LPC synthesis filter and takes
into account the psychoacoustic effect, that quantization noise in
the spectral neighbourhood of the formants is less perceptible.

For complexity reasons adaptive and fixed codebookare sequen-
tially searched for the best entry, i.e. first the best adaptive contri-
bution is selected and then the fixed one. The adaptive codebook
consists of time-shifted versions of past excitation sequences. In
this way, the long-term characteristic (periodicity) of the speech
signal is considered. As described below, the fixed codebook can
be exchanged during operation to realize the rate adaptation. In
order to track the varying channel conditions we developed four
different codec modes, i.e. 6.1, 8.1, 9.5 and 13.3 kb/s. All four
codebooks are sparse excitation algebraic codebooks [3].

Short-Term Prediction

We perform a 10th order LPC-analysis on the actual speech frame
using a split-Levinson approach as proposed in [4]. This algorithm
represents a very efficient means to compute the direct prediction
coefficientsai; i = 1 : : : 10, the reflection coefficientski as well
as pairs of line spectral frequencies (LSF). The LSFs are specif-
ically appropriate for quantized transmission. In order to avoid
sharp transitions between successive coefficient sets we use a 5 ms
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Figure 1: Block diagram of the VR-CELP speech encoder

lookahead for the LPC analysis in combination with an interpola-
tion of the LSF coefficient set for subframes of 40 samples.
LSF quantization

For the quantization of the 10 LSF parameters we use a memory
based 2-stage split vector quantization (VQ). This scheme allows
the transmission of high quality spectral information at very low
bit rates [5, 6]. Figure 2 depicts the basic structure of a memory
based (predictive) VQ. Note that the prediction is carried out on
each component!i of the LSF vector independently.

As predictor order we chooseK = 4 making a tradeoff be-
tween complexity and prediction gain. In order to increase the
flexibility of the prediction we trained two different coefficient sets
g
(1)
ij ; g

(2)
ij , one optimized for stationary speech segments, the other

for transient ones. For each LSF vector the optimum of these coef-
ficient sets is selected in the MMSE sense. One extra bit has to be
transmitted to specify the selected predictor. The predictor struc-
ture allows to exploit the interframe correlation of the LSF vectors
without being too sensitive to transmission errors as a possible er-
ror does only propagate up toK subsequent frames.

Figure 3 shows the VQ structure. The residuec of the LSF
prediction is subject to a two stage vector quantization maintaining
the highest possible speech quality at a reasonable complexity. The
first stageVQ1 yields a centroid vector̂c1. The quantization error
of the first stage is split into two component sets, each containing
5 of the 10 vector components. The two subsets are quantized by
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Figure 2: Memory based LSF vector quantization
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2 respectively. Finally both centroid vectorŝc1
andĉ2 are combined yieldinĝc.

As can be seen from this figure only 22 bits are required to quan-
tize the LSF vector, which is a remarkably low rate for the given
frame length of 20 ms. In our simulations we achieved average
spectral distortions of 1.2 to 1.4 dB compared to the unquantized
spectral envelope. Moreover, informal listening tests confirmed
that the distortion due to the LSF quantization is not perceptible.

For the quantizer training, an important issue is the dependence
between prediction coefficients and codebook entries which re-
quires a joint optimization of predictor and codebook. We solved
this problem by an iterative algorithm alternately optimizing pre-
dictor and vector codebook [5].

Long Term Prediction

For the long term prediction we utilize a 1 tap adaptive codebook.
As the integer pitch resolution is rather low for short pitch periods
which can often be found for female speech, we introduced a frac-
tional pitch in the range of pitch periods from 20 up to 84 samples
by steps of1=3. The encoding of the complete pitch range requires
8 bits per 5 ms subframe.

The LTP gain factor shows a limited dynamic range [7].
Therefore we found it sufficient to employ an eight level scalar
Lloyd/Max quantizer [8, 9] with three bits. Thus we require
in total 4 � (8 + 3) = 44 bits to encode the complete LTP
information.

Excitation Coding

Right from the beginning of the codec design it appeared most
promising for the realization of various bit rates to provide merely
different fixed excitation codebooks while leaving the coding
schemes for all other speech parameters invariant. This is due to
the following reasons:

� The different codec modes share most of the software and ta-
bles which results in an overall codec with a program memory
and ROM size comparable to a single mode codec.

� Seamless mode switching can very easily be implemented by
simply changing the vector codebook for excitation coding.

� In the case of mode misdetection the VR-CELP exhibits a very
robust behaviour since only the fixed excitation is misinter-
preted, which usually leads only to minor distortions of the
reconstructed speech.

The excitation codebooks are realized as sparse algebraic code-
books [7]. Table 1 comprises the codebook properties of the vari-
ous codec modes.



Rate [kb/s] Length Tracks Pulses Pulse Type

13.3 20 7 7 ternary
9.5 40 3 6 ternary
8.1 40 5 5 binary
6.1 40 2 2 binary

Table 1: Excitation codebook properties of codec modes

For the excitation of the highest rate we bisect the excitation
vector length of 40 into two sub-subframes of 20 samples. This is
mainly done to achieve a complexity reduction, but on the other
hand this improves the reconstruction of the excitation signal.

Due to the high dynamic range of the fixed excitation gain factor
we employ a memory based scalar quantization which exploits the
fact that the energy of subsequentexcitation vectors changes rather
slowly [7]. We choose a similar predictor structure as for the LSF
quantization (see Figure 2) to avoid infinite error propagation.

For the training of the memory based quantizer in this case we
use a two step procedure. First we compute an optimum predic-
tor for the unquantized gain factor sequence via Durbin’s method
[10], then we train a Lloyd/Max quantizer subject to the prediction
residual.

Post-Processing
To enhance the subjective quality of the synthesized speech we
utilize a noise shaping adaptive postfilter [11]. The postfilter con-
sists of a long term part, short term part, tilt compensation and an
automatic gain control.

The principle of noise shaping is to attenuate all those frequen-
cies that are less relevant for the speech signal as such. In this
way the quantization noise, which is assumed to be almost white,
is partly suppressed below the masking threshold.

By informal listening tests we found that it is advantageous to
have two different postfilter adjustments, one for rates 13.3 and
9.5 kb/s the other for rates 8.1 and 6.1 kb/s. This is a tradeoff be-
tween speech naturalness and quantization noise.

Bit Allocation

The overall bit allocation of the various codec modes is given in
Table 2.

Rate [kb/s] LPC LTP gLTP gEXC EXC total

13.3

22 32 12

32 168 266
9.5

16
108 190

8.1 80 162
6.1 40 122

Table 2: Overall bit allocation of codec modes

The table shows that all rates share the same parameter encod-
ing part. Only the highest rate requires twice the number of gain
factors due to the halved excitation vector length. To improve the
reconstruction quality in case of mode misdetection when the high-
est rate is involved, we position the odd numbered gain factors of
the highest rate adequately within the coded frame such that they
can serve at least as rough estimates for the gain values of other
rates and vice versa.

3. VR-CELP ERROR CONCEALMENT

The aim of error concealment is to make residual errors (i.e. errors
that could not be corrected by the channel decoder) inaudible or
at least less annoying for the listener. The concealment technique

presented here is based on two informations: Reliability informa-
tion about the received bits and a priori information about the sent
speech codec parameters [1].

Figure 4 depicts the simplified block diagram of the speech
transmission system. In principle the speech encoder performs
two functions. First it analyzes the speech signals and computes
real valued parametersv which describe the signal (note thatv
may also be a vector in case of a multidimensional parameter).
In a second step the parameters are quantized and encoded by
sequences of bits that are composed to bit vectorsx. The bit
stream is then transmitted over an equivalent channel which shall
comprise the components channel (de)coding, (de)interleaving,
(de)modulation, equalization and, of course, the physical noisy
channel itself.
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Figure 4: Block diagram of the speech transmission system

The output symbols of the equivalent channel shall be so called
log likelihood ratios (shortly called L-values) [12], which are de-

fined as L(xj) = log
�
Prfxj=0g

Prfxj=1g

�
for a componentxj of the bit

vectorx. The absolute of the L-values corresponds to the reliabil-
ity of the received channel values while their signs represent the
hard decoded bits (xj =

�1 L<0
0 L>0 ).

The error concealment unit exploits reliability information (L-
values) and a priori knowledge (parameter pdfpv(v)) to compute
estimateŝv of the actually sent parameters. Finally, the parameter
estimates are fed into the speech synthesis block which yields the
reconstructed speech signalŝ.

For a given parameter quantizer and a known channel an opti-
mal estimator with respect to a specific fidelity criterion can be
designed. Actually, this criterion should be related to the subjec-
tive speech perception. Mostly the subjective speech perception
is well correlated with the speechparameterSNR. Therefore, we
propose the MMSE as fidelity criterion for the speech parameters,
which, as known from estimation theory, leads to the Mean Square
(MS) estimator.

Let ĉi; i = 1::N be theN possible quantization region cen-
troids of a parameterv, then the MS estimate is

v̂MS =
XN

i=1
ĉi � Prfĉig: (1)

The evaluation of this formula becomes rather complex for pa-
rameters that are quantized employing large codebooks with high
dimensionality. For these parameters we use a much simpler Max-
imum A Posteriori (MAP) detector with only small performance
loss.

v̂MAP = argmax
ĉi

Prfĉig (2)

Assuming a memoryless channel the a posteriori probabilities
Prfĉig can be computed by applying Bayes’ rule as

Prfĉig = C � pĉi(ĉi) � exp

�X
j2fjjx

(i)
j

=0g
L(x(i)j )

�
; (3)

wherex(i)j is thej-th component of the bit vector that is assigned
to the quantization centroid̂ci for transmission andpĉi (ĉi) is the
discrete pdf of the quantizer output. The normalization constant
C is determined by the condition

P
i
Prfĉig = 1. Equation (3)



demonstrates the combination of a priori knowledge and reliability
information.

The performance of our error concealment concept can be
further improved by addingexplicit redundancy to the transmit-
ted bit vectorsx. This redundancy may be generated e.g. by a
linear block code. A simple example is the Single Parity Code
(SPC), which produces one bit redundancy by using the parity
equationx(i)M+1 = �

PM

j=1 x
(i)
j (� denotes modulo 2 addition).

TheM -dimensional bit vector is now simply lengthened by one
additional bit and equation (3) can be evaluated as before. The
basic idea of extending our error concealment approach by using
additional parity bits has been successfully applied by us in an
AMR codec proposal submitted to ETSI (European Telecommu-
nications Standardisation Institute) [13]. A similar approach has
also been proposed recently in [14]. Further improvement of this
concept by using more complex codes like Hamming or BCH
codes is straightforward.

The reconstruction qualityunder bad channel conditions is dra-
matically increased by just protecting the first LPC index in the
described way by a shortened (13,9) Hamming code, although the
channel related error control code was weaker1.

4. CONCLUSIONS

We presented a new variable rate CELP speech codec operating
at rates from 6.1 up to 13.3 kb/s. The codec was designed as ho-
mogeneous as possible, requiring the changing of only few mod-
ules when switching between the various rates. Additionally, our
rate switching mechanism exhibits an inherent robustness against
mode mismatch.

A major aspect in the codec design was the robustness against
transmission errors. We proposed a new error concealment tech-
nique which is supported by explicit redundancy added specifically
to single speech codec parameters. In simulations we showed that
with respect to subjective speech quality this approach is able to
outperform systems with conventionalerror control coding and pa-
rameter estimation.

The VR-CELP speech coding and the error concealment algo-
rithms described in this study were combined with the channel
coding and codec rate adaptation schemes developed at TU Mu-
nich, Germany to build an AMR codec for GSM speech transmis-
sion [13]. Subjective tests were carried out to evaluate the AMR
codec for the conditions defined at ETSI SMG11 AMR standardi-
sation meetings. The test results showed that the AMR codec met
most of the qualification requirements and constraints. No audible
effects were identified when switching the bit rate from one to an-
other. For clean speechesunder error- free condition, the presented
VR-CELP codec at the rate of 9.5 kb/s achieved performance close
to that of the enhanced full rate speech codec, the latest GSM stan-
dard with a speech coding rate of 12.2 kb/s, and at the rate of 13.3
kb/s it performed superior to the enhanced full rate codec. In addi-
tion, the codec at the rate 8.1 kb/s outperformed the 16 kb/s ITU-T
G. 728 standard speech codec. And at its lowest bit rate 6.1 kb/s, it
provided better performance than the GSM full rate speech codec
which operates at a bit rate of 13.0 kb/s. All the GSM full rate,
enhanced full rate and G.728 speech codecs were reference codecs
used for the AMR codec standardisation in ETSI.

1In this case the bit rate for the channel related error control coding is
reduced to keep the overall gross bit rate constant.
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