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ABSTRACT

To locate an acoustic source in a room, the relative delay between
microphone pairs must be determined efficiently and accurately.
However, most traditional time delay estimation (TDE) algorithms
fail in reverberant environments. In this paper, a new approach is
proposed that takes into account the reverberation of the room. A
realtime PC-based TDE system running under MicrosoftTM Win-
dows system was developed with three TDE techniques: classical
cross-correlation, phase transform, and a new algorithm that is pro-
posed in this paper. The system provides an interactive platform
that allows users to compare performance of these algorithms.

1. INTRODUCTION

Realtime acoustic source localization system can be used in such
applications as camera pointing for teleconferencing and micro-
phone array beamformer steering for audio communication and
speech processing systems. The problem is difficult because of
the nonstationarity of speech and of room acoustic reverberation.
Over the last two decades, several approaches have been proposed.
Time delay estimation (TDE) between two microphones is becom-
ing the technique of choice, especially in recent digital systems.

Generalized cross-correlation (GCC) [1] is the most commonly
used method for TDE. In this technique, the delay estimate is
obtained as the time-lag that maximizes the cross-correlation be-
tween filtered versions of the received signals. Techniques have
been proposed to improve the GCC in the presence of noise [2, 3].
Because GCC is based on an ideal signal propagation model, it is
believed that it has a fundamental weakness of inability to cope
well in reverberant environments as shown clearly in [4]. Some
improvement may be gained by cepstral prefiltering [5], however,
shortcomings still remain. Even though more sophisticated tech-
niques [6] exist, they tend to be computationally intensive and are
thus not well suited for real-time applications.

In this paper, a new approach is proposed that is based on a
real signal propagation model (with reverberation) using eigen-
value decomposition. Indeed, it will be shown that the eigenvector
corresponding to the minimum eigenvalue of the covariance matrix
of the microphone signals contains the impulse responses between
the source and the microphones (and therefore all the information
we need for TDE).

In order to evaluate consistent and dynamic performance of
proposed algorithm over a range of representative acoustic condi-

tions, a real-time acoustic source localization system was devel-
oped running on the WindowsTM 95/NT operating systems. Three
methods were implemented, namely classical cross-correlation,
phase transform, and the proposed adaptive eigenvalue decompo-
sition algorithm.

2. MODELS FOR THE TDE PROBLEM

2.1. Ideal Free-Field Model

For the given source signals(n) propagating through a generic
noisy free space, the signal acquired by thei-th (i = 1; 2) micro-
phone can be expressed as follows:

xi(n) = �is(n � �i) + bi(n); (1)

where�i is an attenuation factor due to propagation loss,�i is
the propagation time andbi(n) is the additive noise. It is further
assumed thats(n), b1(n), andb2(n) are zero-mean, uncorrelated,
stationary Gaussian random processes. The relative delay between
the two microphone signals1 and2 is defined as

�12 = �1 � �2: (2)

This model generates mathematically clear solution for�12
and is widely used for the classical TDE problem.

2.2. Real Reverberant Model

Unfortunately, in a real acoustic environment we must take into ac-
count the reverberation of the room and the ideal model no longer
holds. Then, a more complicated but more complete model for the
microphone signalsxi(n); i = 1; 2 can be expressed as follows:

xi(n) = gi � s(n) + bi(n); (3)

where� denotes convolution andgi is the acoustic impulse re-
sponse of the channel between the source and thei-th microphone.
Moreover,b1(n) andb2(n) might be correlated which is the case
when the noise is directional, e.g., from a ceiling fan or an over-
head projector.

In this case, we do not have an “ideal” solution to the problem,
as is the case for the previous model, unless we can accurately
determine the two impulse responses, which is a very challenging
problem.



3. THE GCC METHOD

In the GCC technique, which is based on the ideal signal propa-
gation model, the time-delay estimate is obtained as the value of
� that maximizes the generalized cross-correlation function given
by

 x1x2(�) =

Z
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�(f)Sx1x2 (f)e
j2�f�df

=

Z
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whereSx1x2 (f) = E fX1(f)X
�

2 (f)g is the cross-spectrum,�(f)
is a weighting function and

	x1x2 (f) = �(f)Sx1x2 (f) (5)

is the generalized cross-spectrum. The GCC TDE may be ex-
pressed as:

�̂� = arg max
�
 x1x2

(�): (6)

The choice of�(f) is important in practice. The classical
cross-correlation (CCC) method is obtained by taking�(f) = 1.
In the noiseless case, knowing thatXi(f) = S(f)Gi(f), i = 1; 2,
we have:

	x1x2 (f) = 	cc(f) = G1(f)EfjS(f)j
2gG?

2(f): (7)

The fact that	cc(f) depends on the source signal can be problem-
atic for TDE.

The cross-correlation peak can be sharpened by pre-whitening
the input signals, i.e. choosing�(f) = 1=jSx1x2(f)j, which leads
to the so-called phase transform (PHAT) method [1, 7]. In the
noiseless case, the cross spectrum

	x1x2 (f) = 	pt(f) = G1(f)G
?
2(f)=jG1(f)G

?
2(f)j (8)

depends only on the channel impulse responses and thus can, in
general, achieve better performance than CCC.

GCC is simple and easy to implement but will fail when the
reverberation becomes important because the simple signal propa-
gation model assumptions are violated.

4. THE PROPOSED METHOD

In this section a completely different approach from GCC is pro-
posed. This new method focuses directly on the channel impulse
responses for TDE. First, the principle of this approach is ex-
plained and then an algorithm is presented.

4.1. Principle

We assume that the system (room) is linear and time invariant. By
following the reverberant model (3) and the fact thatx1 � g2 =
s � g1 � g2 = x2 � g1, in the noiseless case, we have the following
relation at timen [8]:

xT (n)u = xT1 (n)g2 � xT2 (n)g1 = 0 (9)

whereT denotes transpose and

xi(n) = [xi(n); xi(n� 1); � � � ; xi(n�M + 1)]T ; (10)

gi = [gi;0; gi;1; � � � ; gi;M�1]
T ; i = 1; 2 (11)
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�
x
T
1 (n);x

T
2 (n)
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T
2 ;�g

T
1

�T
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andM is the length of the impulse responses.
From (9), it can be derived thatR(n)u = 0, whereR(n) =

Efx(n)xT (n)g is the covariance matrix of the microphone sig-
nalsx(n). This implies that the vectoru (containing the two im-
pulse responses) is the eigenvector of the covariance matrixR(n)
corresponding to the eigenvalue equal to0. Moreover, if the two
impulse responsesg1 andg2 have no common zeros and the auto-
correlation matrix of the source signals(n) is full rank, which is
assumed in the rest of this paper, the covariance matrixR(n) has
one and only one eigenvalue equal to0.

In practice, accurate estimation of the vectoru is not trivial
due to the nature of speech, the length of the impulse responses,
the background noise, etc. However, for this application we only
need to find an efficient way to detect the direct paths of the two
impulse responses. In the following, it is explained how this can
be done.

4.2. Adaptive Algorithm

In order to efficiently estimate the eigenvector (hereû) correspond-
ing to the minimum eigenvalue ofR(n), the constrained LMS al-
gorithm [9] is often used. The error signal is

e(n) =
ûT (n)x(n)
kû(n)k

; (14)

and the constrained LMS algorithm may be expressed as

û(n+ 1) = û(n)� �e(n)re(n); (15)

where�, the adaptation step, is a positive small constant and

re(n) =
1

kû(n)k

�
x(n)� e(n)

û(n)

kû(n)k

�
: (16)

Substituting (14) and (16) in (15) and taking expectation after con-
vergence gives,

R
û(1)

kû(1)k
= Efe2(n)g

û(1)

kû(1)k
; (17)

which is the desired result:̂u converges in the mean to the eigen-
vector ofR corresponding to the smallest eigenvalueEfe2(n)g.
To avoid roundoff error propagation, normalization is imposed on
the vectorû(n + 1) after each update step. Finally the update
equation is given by

û(n+ 1) =
û(n)� �e(n)re(n)

kû(n)� �e(n)re(n)k
: (18)

Note that if this normalization is used, thenkû(n)k (which appears
in e(n) andre(n)) can be removed, since we will always have
kû(n)k = 1. If the smallest eigenvalue is equal to zero, which is
the case here, the algorithm can be simplified as follows:

e(n) = û
T (n)x(n); (19)

û(n+ 1) =
û(n)� �e(n)x(n)

kû(n)� �e(n)x(n)k
: (20)

Since the goal here is not to accurately estimate the two im-
pulse responsesg1 andg2 but rather the time delay, only the two
direct paths are of interest. In order to take into account negative
and positive relative delays, we initializêuM=2(0) = 1 which will
be considered as an estimate of the direct path ofg2 and during



adaption keep it dominant in comparison with the otherM � 1
taps of the first half of̂u(n) (containing an estimate of the impulse
responseg2). A “mirror” effect will appear in the second half of
û(n) (containing an estimate of the impuse response�g1): a neg-
ative peak will dominate which is an estimate of the direct path of
�g1. Thus the relative sample delay will be simply the difference
between the indices corresponding to these two peaks.

To take advantage of the FFT, the filter coefficients are up-
dated in the frequency domain in our realtime system using the
unconstrained frequency-domain LMS algorithm [10]. The pro-
posed algorithm can be seen as a generalization of the LMS TDE
proposed in [11].

5. IMPLEMENTATION

A real-time PC-based TDE system developed in this paper consists
of a front-end microphone pair with pre-amps and a200MHz Pen-
tiumePro PC equipped with a standard sound card. Lucent Speech
TrackerTM hypercardioid microphones used in this system can re-
ject noise and reverberation from the sides and rear and allow bet-
ter signal recording than omni-directional microphones in the half
plane in front of the microphones. We used Creative Lab sound
blaster AWE32 Board which provides all desired features: 8-bit
and 16-bit AD conversion selectable for stereo sampling and play-
back, variable sample and playback rates from 5kHz to 44.1kHz,
etc.

The software is developed with Visual C++TM under Microsoft
Windows operation system. Two application modes are realized:

� realtime: speech is recorded in realtime and active talker
direction is immediately available on the PC screen, and

� offline: the system accepts microphone signals from .WAV
files, runs the TDE algorithms, and determine the talker lo-
cation.

Three TDE algorithms have been implemented, namely CCC,
PHAT and the proposed algorithm. This system provides a uni-
fied and extendable platform for evaluating, simulating, and under-
standing different TDE algorithms. In addition, a graphical user-
friendly interface as shown in Fig.(1) enables users to monitor the
input signals continuously, experiment with a variety of TDE pa-
rameters, compare consistency of the different TDE algorithms,
check their tracking dynamics, and playback the recorded speech.

6. EXPERIMENTAL RESULTS

This section describes the results obtained with developed realtime
TDE system and recorded data in the Varechoic chamber. They
include consistent and dynamic performance of each implemented
TDE algorithm.

6.1. Experimental Setup

The measurements were made in the Varechoic chamber at Bell
Labs [12]. A diagram of the floor plan layout is shown in Fig.2
with the position of the sources (loudspeaker at different posi-
tions) and two microphones which are apart about37:25in (95cm).
Three different panel configurations were selected and the corre-
sponding60dB reverberation time in the400 � 1600Hz band is
150ms,250ms and740ms, respectively.

Figure 1: The system graphical user interface.
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Figure 2: Varechoic chamber floor plan (coordinate values mea-
sured in meters) with the position of the two microphones and the
sources.

The microphone signals are sampled simultaneously at a rate
of 16kHz which causes a maximum1=16ms (about2cm) synchro-
nization error for TDE. Each recording was about5s long. In our
measurement, PHAT and CCC use a64ms Kaiser window for the
analysis frame. For the proposed algorithms, the step size is cho-
sen to be� = 0:003 and the length of the adaption vectorû(n)
is taken asL = 2M = 512. The power of the two microphone
signalsXi(f;n), i = 1; 2, was estimated in the frequency-domain
as follows:

Pi(f;n) = Pi(f; n� 1) + (1� )jXi(f; n)j
2; (21)

with  = 0:1. We initialized the algorithm withPi(f; 0) = 2L�2xi
(�2xi is the average power ofxi).

6.2. Consistency

Figure 3 shows histograms of TDE with the source located on the
right in Figure 2. Many more consistency testings have been made
and are detailed in [13], but only one set is given here due to space



restrictions. It can be seen that the new method is more consistent
and more accurate than PHAT and CCC. Notably with a740ms
reverberation time, all methods fail except for the proposed algo-
rithm.

6.3. Tracking Dynamics

The realtime system has been tested in an office room at Bell Labs
in the presence of background noise and reverberation at a mod-
erate level to examine the tracking dynamics of different TDE al-
gorithms. For PHAT and CCC, the tracking delay is negligible but
these algorithms are very sensitive to the noise. Some nonspeech
events, such as door opening and key swinging, would change the
time delay estimate, which is not desirable for camera pointing or
beamformer steering. However, the proposed algorithm trades off
the tracking delay with the system sensitivity and consistency. It
converges to a good time delay estimate in less than250ms which
is tolerable in most TDE applications. The system takes at most 1
seconds to correctly locate an active speaker.

Figure 3: Histograms of TDE with a speech signal located on the
right in Fig. 2. The first, second, and third columns correspond
respectively to a reverberation time of150ms,250ms, and740ms.
The first, second, and third rows correspond respectively to the
TDE by the proposed algorithm, PHAT, and CCC. The true delay
is plotted with a dotted line.

7. CONCLUSION

In this paper, a new and simple approach to time delay estima-
tion has been proposed and a low-cost realtime PC-based acoustic
source localization system was presented. The method consists of
detecting the direct paths of the two impulse responses between the
source signal and the microphones that are estimated in the eigen-
vector corresponding to the smallest eigenvalue of the covariance
matrix of the microphone signals. The system is capable of deter-
mining the location of an active talker in realtime and provides a
unified and extendable platform with graphical user interface for
TDE algorithm testing. The proposed algorithm offers several ad-
vantages. It is easy to implement for realtime operation and, in
comparison with other methods, seems to be more effective in a
reverberant environment and much more accurate.
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