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ABSTRACT

In this paper a new genetic algorithm (GA) based image
segmentation method is proposed for image analysis. This
method using a mean square error (MSE) based criterion
can segment an image into some regions, while estimating
a suitable region representation. The criterion is de�ned
as MSE caused by interpolating each region of an observed
image with a parametric model. Since the criterion is ex-
pressed with not only the parameters of the model but also
shape and location of the regions, the criterion can not be
easily minimized by the usual optimization methods, the
proposed method minimizes the criterion by a GA. The pro-
posed method also includes a processor to eliminate frag-
ile regions with the Markov random �eld (MRF) model.
Though the thresholds of the existent methods negatively
a�ect image segmentation results; since no thresholds are
required in the proposed method, it segments images more
accurately than the existent methods.

1. INTRODUCTION

Several image segmentation methods have been proposed
[4]. They usually use thresholds to decide whether two pix-
els are in the same region [5]. However, the thresholds neg-
atively a�ect the image segmentation results frequently in
accuracy. The users have to set up their values carefully for
these methods.

Reference [5] can select appropriate parameters to seg-
ment images by a genetic algorithm(GA). This method se-
lects the suitable parameters by utilizing multiple images of
the same target with a genetic learning system. However,
because it segments images by requiring multiple frames of
the same target, the method can not be used for analysis of
the images if only one image is observed.

We propose a GA based image segmentation method
which formulates the segmentation problem by minimizing
a criterion represented by a mean square error (MSE). The
MSE is expressed with not only the parameters for repre-
sentation of each region of an image, but also the shape and
the location of the regions. As a result, the criterion can
not be easily minimized by the usual optimization method-
s, such as the gradient estimation method, etc. In order to
minimize the criterion, a GA is introduced.

In contrast with the existent methods, the proposed
method can segment an image with only the target image

itself. It does not require any thresholds, and every pa-
rameter is appropriately computed in the GA processing.
Therefore, the image segmentation results can be obtained
more accurately.

Our method also includes a processor to eliminate frag-
ile regions [1] with the Markov random �eld (MRF) model[7].
Because of the introduction of the MRF model, the GA
processing can search for the optimal segmentation result
without being caught by local minima.

The criterion for image segmentation is de�ned in Sec-
tion 2. The image segmentation method using a GA is
presented in Section 3. The capability of the method is
demonstrated on a set of real images in Section 4. Since
this method can segment images while estimating the re-
gion representation, it can be utilized for image analysis.

2. A CRITERION FOR IMAGE
SEGMENTATION

An observed digital image is described as f(x; y) (x =
1; . . . ;N; y = 1; . . . ;M), one of its segmentation result-
s is f , its regions are denoted by Ri (i = 1; . . . ; K). The
pixels in a region Rk are interpolated as
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In the proposed method, the accuracy is de�ned with
the MSE of an image segmentation result f as:
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Consequently, the optimal segmented image is acquired when
the MSE is minimum at the number of a region K.



3. GA BASED IMAGE SEGMENTATION
METHOD

3.1. Design of the GA

3.1.1. Chromosome and Its Representation

A chromosome in our method is a segmented image, that
is an image segmentation result, and the structure of the
chromosome is shown in Fig. 1. The genes from ((k �

1)f (P+1)(P+2)
2

+ 3g + 1)th to (kf (P+1)(P+2)
2

+ 3g)th of the
chromosome represent the region Rk. Each gene is de�ned
as follows:

i) xk, yk
The coordinate (xk; yk) is a point to start the sim-
ple region growing method for generating the region
Rk, which controls the region growing process with
average contrast.

ii) �gk
A threshold of average contrast between Rk and its
neighbor for the simple region growing.

iii) p̂00Rk � � � p̂
P0
Rk

A set of parameters of f̂Rk (x; y).

The above genes are not enough for our GA processing,
because after segmentation with them areas where are not
yet segmented still remain. Therefore, the areas are seg-
mented by the simple region growing method by using the
following genes.

iv) di

The direction in which the simple region growing gen-
erates the region Rk.

v) �u

A threshold of average contrast for the simple region
growing in the not-segmented area.

Further, the segmented image by the above genes is
adapted to the MRF model[7][8] for elimination of fragile
regions with the following parameters.

vi) �

A parameter for the MRF model de�ned in [7].

vii) l

A number of times for adapting the segmented images
to the MRF model.

By using the above genes, a chromosome is obtained
uniquely.

3.1.2. Fitness of the Chromosomes

The �tness of a chromosome f is de�ned as follows:

Fitness(f)
4
= �MSE(f)� F (N(f)) (3)

whereN(f) is the number of regions of the segmented image
f , and F is a function of N(f). The function F is necessary
to distinguish chromosomes with the same �tness but the
di�erent number of regions. It is de�ned as

F (N(f))
4
= C1 (N(f)� C2K)2 ; (4)

where C1 and C2 are constants.

3.2. Procedures of the Proposed Method

Procedure1: Creation of the initial population

The initial population of chromosomes is randomly
generated. However, the genes xk and yk are ran-
domly selected in the area except already segmented
regions: R1; . . . ; Rk�1.

Procedures2: Computation of �tness

The �tness of each chromosome is computed from Eq.
(3).

Procedures3: Reproduction

We use roulette wheel selection which is conducted
by spinning a biased roulette wheel sized in propor-
tion to the �tness of each chromosome, and the elitist
replacement whereby the best �tness chromosome is
copied into the next generation[3].

Procedure4: Crossover

Two chromosomes selected by the reproduction are
called Parent1 and Parent2. We apply two-point
crossover to the genes di, �u, �, and l. Each gene
of Parent1 and Parent2 is coded to binary for the
crossover in the same locus. Its crossing points are
selected at random.

For the other genes xk, yk, p̂
00
Rk

, p̂01Rk , � � �, p̂
0P
Rk

, � � �, p̂P0Rk
(k = 1; . . . ; K), the crossover is performed as follows:
First, we select the region Rk2 of Parent2 nearest to
Rk1 of Parent1. Second we apply two-point crossover

to the binary-coded genes p̂ijRk1
of Parent1 and p̂

ij

Rk2

of Parent2.

With this crossover operation, the o�springs can in-
herit the characteristics of their parents.

Procedures5: Application of the MRF model to the
chromosomes

The chromosomes obtained in Procedure4 are ap-
plied to the MRF model with parameters � and l.

Procedure6: Mutation

Each bit of the binary-coded genes is varied according
to a mutation probability.

Procedure7: Termination of the GA processing

If the condition to terminate is satis�ed, we terminate
the GA processing, otherwise we repeat Procedure2
{ Procedure6.

4. SIMULATION RESULTS

This section shows the performance of our method on white
noise-added images by some simulations.

The image in Fig. 2(a) is a 256�256 image represented
with 256 gray levels and has 75 regions, and its boundary
lines are shown in Fig. 2 (b). A Gaussian noise is added to
each region with a di�erent variance.

The parameters for the experiments are shown in Table
1. In the table, the population size, the mutation probabil-
ity, and the termination rule are necessary for the ordinary
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Figure 1: A chromosome

Table 1: Parameters used for experiments.

Population size 100
Mutaion probability 3%
Termination rule No evolution for 30 generations

Number of regions (K) 75
Parameters (�gk ; �u) 0�30.0 (12-bit quantization)
MRF parameter l 0�10
MRF parameter � 0.0�10.0 (12-bit quantization)
C1 in Eq. (4) 0.1
C2 in Eq. (4) 0.95

GA processing. They are �xed at large numbers for the
purpose of avoiding the local minima in our experiments.
The other parameters introduced to the proposed method
denoted in Sections 3 and 2, are given as:

i) C1 and C2 in Eq. (4)

C1 is selected in 0:03 � C1 � 0:2, and C2 is selected
in 0:8 � C2 � 0:97. The proposed method is not
sensitive in these ranges to the parameters C1 and
C2.

ii) Ranges of �gk and �u

These parameters need to be binary-coded for the
crossover operation. Then they are quantized in the
ranges. The ranges are set at wider values than usual,
because they can be applied for segmentation of any
images.

iii) Ranges of � and l

By the same reason of the above, the ranges for their
quantization are set at wider values than usual. For
example, the range of � is twice as large as the same
shown in [8].

Each of those six parameters can be set independently
of characteristics of the reference image. Therefore, they
can be used for segmenting the other images.

Further, the number of the regions K is set at 75, and
the parameter P in Eq. (1) is 2.

The parametric model of the pixels in each region is un-
known. The proposed method can estimate the parametric
model appropriately while segmenting the images. There-
fore, it can be used for image analysis.

The image segmentation result by the proposed method
is shown in Fig. 2 (c). For comparison, Figs. 2 (d) and (e)
show two image segmentation results by the simple region
growing method and the method Partition mode test [10],
respectively.

In Figs. 2 (c) { (e), the wrongly segmented regions are
grayed. The number of the segmented regions and the error
that is de�ned as the ratio of the grayed region to the whole
image are shown in Table 2.

Comparing with the other methods, our method yields
(1) the number of segmented regions that is the closest to
the true region number, and (2) the smallest error rate.

5. CONCLUSIONS

In this paper, a new genetic algorithm based image seg-
mentation method is proposed. The method segments an
image based on the criterion using the MSE. It also includes
a processor to eliminate fragile regions with the MRF mod-
el. Furthermore, it segments an image by the optimization
without using any thresholds, so that it can provide more
accurate segmentation results than the existent methods.
Since this method segment an image while estimates the
region representation, it can be utilized for image analysis.

The method yields better segmentation results compar-
ing to some existent methods.
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