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ABSTRACT

Shape-assisted block-based texture coding methodologies such as
the shape-adaptive DCT raise the need for an architecture which
can perform efficiently the transform of variable lengthN . This
paper presents an 1D DCT architecture satisfying the given re-
quirement in terms of scalability and modularity for2 � N � 8.
The architecture employs a Canonical-Signed-Digit serial multi-
plication to reduce hardware resources and requires only one mul-
tiplier to perform the final scaling. A proposed algorithm search-
ing for an optimal assignment of cosine factors leads to a resource
saving of about 12% for the multiplication blocks if Carry-Ripple-
Adders are assumed to be used. Different area and speed require-
ments are possible since only feed-forward paths are involved and
easily pipelined. The architecture represents a trade-off between
time-recursive, fully modular but operation non-efficient structure
and multiplication efficient but irregular and fixed-length imple-
mentation.

1. INTRODUCTION

The block-based DCT is widely used in MPEG-1, MPEG-2, H.261
and H.263 standards. Among various transform techniques for
compression, DCT is the most popular and effective one in prac-
tical applications. Recently, a lot of research has been carried out
toward the coding of images for low bit-rate applications. The
separation of the video content into objects has become an emerg-
ing key technique in image coding algorithm for the content-based
manipulation, scalability and interactivity. These techniques con-
sider usually the coding of texture information in arbitrarily shaped
objects instead of fixed-size blocks. Combining the transmission
of objects and their shape information to the decoder in a shape-
assisted block-based texture coding, the efficiency can be improved
and coding errors inherent of block-based DCT schemes such as
mosquito and blocking artifacts can be avoided [1, 2]. An exten-
sion of the baseline shape-adaptive DCT algorithm with a tech-
nique for global background motion estimation and compensa-
tion is described in [3] which significantly improves the compres-
sion efficiency of suitable video sequences compared to standard
MPEG coding schemes.

Since the object is arbitrarily shaped within8�8 image blocks
a direct implementation of the 2D shape-adaptive DCT is rather
difficult. Due to their reusability and simplicity in hardware real-
ization the row-column decomposition is adopted. Fast algorithms
for 1D DCT exploit the symmetry of the cosine function for the
matrix factorization to reduce substantially the number of multi-
plications. In [4], a version with 11 multiplications and 29 addi-

tions (subtractions) for a fixed lengthN = 8 has been introduced.
However, the fast flow graph results in an irregular structure with
complex routing requirements due to resource sharing. In addition,
such algorithms exhibit many stages of multiplication and accu-
mulation which effects the numerical accuracy of the algorithm
through truncation/rounding in each stage. Consequently, most of
these operation-count efficient algorithm require wider multiplica-
tions to compensate for precision loss.

For a VLSI implementation, regularity and scalability are very
important issues. Time-recursive structure has shown to be an ef-
fective way to generate a regular and parallel VLSI structure [5].
In [6] this architecture has been applied to the shape-adaptive DCT
due to its scalability to adapt to arbitrary transform size requiring
O(N) time and hardware complexity. A DCT generator for VLSI
synthesis based on this architecture was proposed in [7]. However,
the second-order recursive structure has the disadvantage of nu-
merical inaccuracy since the computation for one DCT coefficient
involvesN multiplications in total. In terms of computational re-
quirements, this does not represent the best solution.

The purpose of our paper is to investigate a suitable architec-
ture in terms of scalability and computational requirements to per-
form a 1D DCT for variable lengthN . Since the application of this
architecture is the 2D shape-adaptive DCT in block-based coding
schemes, we restrict ourselves to2 � N � 8 (N = 1 represents
a trivial case) but other values can be easily added without alter-
ing the architecture. The proposed architecture involves only one
multiplication in each feed-forward path (if omitting the final scal-
ing), thus overcomes the problem of numerical inaccuracy found
in time-recursive structure. Moreover, the multiplication is per-
formed in a digit-serial manner using the Canonical-Signed-Digit
(CSD) representation of the cosine factor. Since the assignment of
the cosine factors to different multiplication blocks is arbitrary, we
have proposed a search procedure to look for an optimal assign-
ment which yields the minimum hardware cost. An architecture
named Selective Coefficient DCT Module presented in [8] can be
considered as a special case forN = 8 of the architecture dis-
cussed in this paper.

2. ALGORITHM FOR VARIABLE LENGTH DCT

The shape-adaptive DCT was first proposed by [2]. It is based on
the normal DCT and thus requires the same computation complex-
ity. The method relies on the basic concept of dividing the8 � 8
pel block into two regions, foreground and background. Pels that
belong to the object constitute to the foreground region. The pur-
pose is to encode the two segments separately employing a shape-



adaptive DCT. To perform the separable 2D shape-adaptive DCT
the columns are first shifted and aligned to the upper border of the
reference8 � 8 block. Depending on the length (2 � N � 8) of
each column, a 1DN -point DCT for each column is calculated as

yN (k) = C(k)

N�1X
n=0

x(n) � cos
(2n+ 1)k�

2N
(1)

wherek = f0; 1; : : : ; N � 1g andyN (k) denotes thek-th DCT
coefficient. x(n) represents the data,C(0) = 1p

N
andC(k) =p

2
N

otherwise. Then, the rows are shifted to the left border and
a horizontal 1D DCT of each row is again performed. Since the
shape-adaptive transform is considered here,N varies for each row
and column and is not fixed as in the classical case.

Eq. 1 is usually written as a matrix-vector productyN = CN �
xN whereCN is aN � N matrix with cosine factors as entries,
xN = [x(0) � � �x(N � 1)]T andyN = [yN (0) � � � yN(N � 1)]T .
Because the cosine function is periodical the row ofCN can either
take the symmetric or antisymmetric form:
[c0 c1 c2 � c2 � c1 � c0]
[c0 c1 c2 c3 � c2 � c1 � c0]

for N even, e.g.N = 6,
for N odd, e.g.N = 7.

Exploiting this symmetry, as done in most fast algorithm the
number of multiplications for one DCT coefficient is reduced to�
N
2

�
. Further inherent symmetry of the matrix is available but will

lead to irregular structure and is not considered in our approach.
For oddN , we observed that the associated midpoint cosine factor
of the symmetry can take on one of the valuesf�1; 0; 1g depend-
ing onk. We consider this term as a correcture term in our matrix
formulation:

yN (k) =

r
2

N
� [SN �F �Pk;N � dN (k) + �(N) �EN (k)] (2)

Defining
(n) = cos(n�), the matrixF of size10� 4 is given in
an initial columnwise assignment as (� for “don’t care” value)

F =

2
6666666664


(1=4) 
(1=4) 
(1=4) 
(1=4)

(1=3) 
(1=3) 
(0) �

(1=5) 
(2=5) � �

(1=6) 
(1=6) 
(1=2) �

(1=7) 
(2=7) 
(3=7) �

(1=8) 
(1=8) 
(3=8) 
(3=8)

(1=10) 
(3=10) � �

(1=12) 
(1=4) 
(5=12) �

(1=14) 
(3=14) 
(5=14) �

(1=16) 
(3=16) 
(5=16) 
(7=16)

3
7777777775

(3)

Since the assignment of
 in F is arbitrary, the permutation matri-
cesPk;N of size4 � 4 select the correct elements indN for the
multiplication. Note thatPk;N depends on the assignment of
 in
F. For e.g.N = 7 and the givenF in Eq. 3, we have

Pf0;1g;7=

2
4 1 0 0 �

0 1 0 �
0 0 1 �
� � � �

3
5; P2;7=

2
4 1 0 0 �

0 0 1 �
0 1 0 �
� � � �

3
5

P3;7 =

2
4 0 0 1 �

1 0 0 �
0 1 0 �
� � � �

3
5; P4;7=

2
4 0 1 0 �

1 0 0 �
0 0 1 �
� � � �

3
5

P5;7 =

2
4 0 1 0 �

0 0 1 �
1 0 0 �
� � � �

3
5; P6;7=

2
4 0 0 1 �

0 1 0 �
1 0 0 �
� � � �

3
5

(4)

The column vector

dN (k) = [D0(k; N) D1(k;N) D2(k;N) D3(k;N)]T (5)

combines the data samplesx(n) according to

D0(k;N) = x(0) + (�1)kx(N � 1) : 2 � N � 8

D1(k;N) =

8<
:

0

(�1)

�
k+1+bN=8c
bN=2c+1

�
�

fx(1) + (�1)kx(N � 2)g

: 2 � N < 4

: 4 � N � 8

D2(k;N) =

8<
:

0

(�1)

�
n+bN=7c
dN=3e

�
�

fx(2) + (�1)kx(N � 3)g

: 2 � N < 6

: 6 � N � 8

D3(k;N) =

(
0

(�1)b
n
2 c�

fx(3) + (�1)kx(N � 4)g

: 2 � N < 8

: N = 8
(6)

The productSk;N � F is the process of selecting the correct

 for the multiplication.Sk;N represents here thek-th row of the
selection matrixSN which is aN � 10 matrix defined as

S2 =
h

1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0

i
S3 =

"
1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0

#

S4 =

2
4 1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0

3
5 S5 =

2
64

1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0

3
75

S6 =

2
664

1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0

3
775 S7 =

2
66664

1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0

3
77775

S8 =

2
666664

1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1

3
777775

(7)
The mentioned correcture termn�(N) �EN (k) to account for

oddN is given as

�(N) =
n

0 : N = 2; 4; 6; 8
1 : N = 3; 5; 7

EN(k) = (�1)bk=2c
2

�
x
�
N�1
2

�
+ (�1)kx

�
N�1
2

�	
(8)

3. ARCHITECTURE FOR VARIABLE LENGTH DCT

The formulation of Eq. 2 is advantageous since it results in a mod-
ular architecture. In Fig. 1, the block diagram of the derived ar-
chitecture is shown. First, the generation ofdN (k) is performed
according to a givenN andk which can be done by an adder/-
subtractor and some glue logic. The switch in the middle of the
architecture is a non-blocking network to implement any possible
input-ouput mapping as specified byPk;N . In the Cosine Fac-
tor Multiplication Block (CFMB), the multiplication of the input



with selected cosine factors given bySk;N � F takes place. The
sum of all CFMBs and a possible correcture term are added and
scaled by

p
2=N . Scalability to more or other lengths is preserved

by just adding more CFMBs, extending the switch matrix and the
pairwise addition/subtraction module at the input. Except for the
switch, other components in the architecture requires only local
connections and are fully regular.

For the odd case, the add/sub module can be configured to gen-
erate theEN(k) term on the bussesD1,D2 orD3 forN = 3; 5; 7,
respectively. In all odd cases, the CFMB-3 module is unused. The
switch can be configured so that the termEN (k) is directed into
CFMB-3. A trivial multiplication by�(N) 2 f�1; 0; 1g can be
performed here to take advantage or resource sharing. Effectively,
this means that we have to extend the set of cosine factors
’s in
CFMB-3 with
(0) and
(1=2) which does not represent any ma-
jor modifications.

CFMB-3

CFMB-2

CFMB-1

CFMB-0
x(0)

x(N-1)

x(1)

x(N-2)

x(2)

x(N-3)

x(3)

x(N-4)

y (k)N

2/N

dN Pk N S Fk N N+ (N) E (k)α

D0

D1

D2

D3

A γA

Figure 1: Block diagram of the proposed architecture.

3.1. Canonical-Signed-Digit Serial Multiplication

Since each CFMB has to perform the multiplication of the per-
muted data and a specific
 which is selected from a column ofF
an efficient realization needs to be investigated. A straight-forward
architecture would require a standard multiplier and an internal
register file to hold all possible
’s. Since the
’s are fixed and
their number is finite, we prefer to consider their representation
as Canonical Signed-Digits (CSD) to implement the radix-4 booth
multiplication in a digit-serial manner based on shift and add steps.

The CSD representation of any binary vector contains no adja-
cent nonzero digits and has the minimal weight. For a radix-2 SD
system the digits are taken from the set

P
= f�1; 0; 1g. Further,

the CSD is unique and can be transformed easily as shown in [9].
In Tab. 1, the CSD vectors of all
’s associated to CFMB-0 are
given using 13 digits. Considering pairs of digits of a CSD vector


(1=4)=1:0�10�101010000

(1=3)=0:100000000000

(1=5)=1:0�101000�10010

(1=6)=1:00�1000�100�10�1

(1=7)=1:00�1010�101010


(1=8) = 1:000�10�1001000

(1=10)= 1:000�10100�1000

(1=12)= 1:0000�100�10100

(1=14)= 1:0000�1010�1001

(1=16)= 1:00000�10�10001

Table 1: 13-digit CSD representationfd0:d�1d�2 : : : d�B+1g of

 in the first column ofF assigned to CFMB-0.

only five of nine possible combinations exist

d�id�i�1 2 [�10; 0�1; 00; 10; 01] (9)

Looking at pairs of digits allows us to realize the recoded mul-
tiplication with two-digit shifting per cycle. The complete shift-
add based multiplication is a cascaded structure of basic modules
(Fig. 2). Thed0 digit to the left of the fixpoint represents a special
case and is realized by the extra AND gate. The control signals
for the basic modules are generated based on the digit pairs. Their
basic function is to perform the addition/subtraction ofA � 2�i

or A � 2�(i+1) to/from the temporary result of the previous stage
(lower input) as shown in Fig. 3.

A

γA

d0 d d-1 -2 d d-3 -4 d d-B+2 -B+1

Cosine Factor Multiplication Block (CFMB)

rdx4mod

2
-1

2
-1

2
-1

2
-1

2
-1

2
-1

Figure 2: Basic structure of a CFMB.

d�id�i�1 cs1 cs2 cs3

00 � 0 �

01 1 1 Add

0�1 1 1 Sub

10 0 1 Add
�10 0 1 Sub

2
-1

2
-1

cs1
cs2

cs3

d d-i -i-1

Ain Ao u t

Sin
So u t

0 1

Figure 3: Structure of the basic module ”rdx4mod”. The control
signals are denoted ascsi. The shaded instances are not fixed and
depend on the set of
’s to be implemented in a CFMB module.

Within each row ofF, the assignment of
’s to columns is ar-
bitrary. In terms of hardware resources, it is advantageous for each
CFMB to have only
’s which minimize the requirement to imple-
ment all five possible combinations for every digit pairsd�id�i�1.
Thus, we consider an optimization process which looks for an
optimal columnwise reassignment of
’s to reduce the number
of adders, subtractors as well as multiplexers in Fig. 3. For the
hardware estimation, we assume the use of a Carry-Ripple-Adder
(CRA) as well as basic gates in conventional CMOS techniques.
For CRA, the realization of a full-adder for addition/subtraction
requires about 9 gates/bit. The cost for a two-input multiplexer is
2 gates/bit (two transmission-gates and one buffer) and 3.5 gates/bit
for a multiplexer with a following AND-gate. The total costC for
a CFMB in Fig. 2 is given as

C = L �

 
CAND +

bB=2cX
j

Cm(j) + Crca(j)

!
(10)

where L is the data bitwidth,Cm, Crca represent the cost of mul-
tiplexers and CRA in thej-th ”rdx4mod”, respectively.CAND is
the cost of the AND-gate associated to the digitd0. The summa-
tion is taken over all cascaded pairs ofd�id�i�1 which depends
on the digit widthB of the CSD representation. The procedure
to look for the optimal order ofF can be formulated as given in



Algorithm 1 Search for the optimal assignment of
 in F
1: Calculate the CSD representation for all
’s of F.
2: SetFopt to be the first row ofF.
3: for r = 2 to 10do
4: Append ther-th row ofF toFopt.
5: for all permutations of ther-th row ofFopt do
6: Calculate total costC of all four CFMBs based on the

generatedr� 4 matrixFopt.
7: end for
8: Select all permutations which yield the minimal costCmin.
9: if more than one permutation with costCmin then

10: Choose the permutation which yields minimal stan-
dard deviation of number of adders/subtractors among
CFMBs.

11: end if
12: Set newFopt as the one with the chosen row permutation.
13: end for

Algorithm 1. Note that the permutation of
 in the i-th row will
lead to a permutation of the correspondingPk;N .

Using the assumptions above for the hardware cost estimation,
an optimal assignment of
’s results in

Fopt =

2
6666666664


(1=4) 
(1=4) 
(1=4) 
(1=4)

(1=3) 
(1=3) 
(0) �

(1=5) 
(2=5) � �

(1=6) 
(1=6) 
(1=2) �

(1=7) 
(2=7) 
(3=7) �

(1=8) 
(3=8) 
(1=8) 
(3=8)

(3=10) 
(1=10) � �

(1=12) 
(5=12) 
(1=4) �

(1=14) 
(5=14) � 
(3=14)

(1=16) 
(5=16) 
(7=16) 
(3=16)

3
7777777775

(11)

Assuming a bitwidth ofL = 16 for all data busses in Fig. 2, the
total costC of CFMB-0/1/2/3 comprises of 4330 gates compared
to Cmax = 4 � 16 � (1:5+6 � 3:5+6 � 9) = 4896 gates. The saving
using this simple hardware cost estimation is 12%. Please note that
we have not taken the routing as well as control structure cost into
account which would lead to an additional saving. The reason is
that we are more interested in the relative rather than the absolute
hardware cost of two realizations. If other adder architectures like
Carry-Look-Ahead or Carry-Save are used and the routing cost is
also considered, one can perform a more accurate cost estimation
which may end up in anotherFmatrix and saving.

4. CIRCUIT COMPLEXITY

In terms of scalability and arbitrary transform length, the time-
recursive structure is also suitable to implement the shape-adaptive
transform [6, 7]. Different second-order recursive modules can be
combined to computed several DCT coefficients in parallel. If no
independent data streams are interleaved and the minimal sample
period cyle is one multiply-accumulate delay, the recursive archi-
tecture requires 8 modules resulting in8� 2 = 16 multipliers and
8� 3 = 24 adders in total. Another known algorithm for arbitrary
number of points in [10] requires 14 multipliers and 32 adders for
N = 8. Our proposed architecture requires only 1 multiplier for
the final scaling and4 + 22 + 3 = 29 adders after optimizing the
assignment of
’s. The architecture can be easily pipelined to have
the minimal sample period equal to one multiplication delay.

5. CONCLUSIONS

The proposed architecture is able to adapt the 1D DCT calculation
to variable transform length2 � N � 8. It is modular, regular
and employs only one multiplication in each path, thus overcom-
ing the problem of numerical inaccuracy or bitwidth explosion as
found in some fast algorithms. The assignment of cosine factors
to the module CFMBs is arbitrary and an iterative algorithm has
been proposed to minimize the hardware overhead. Represent-
ing the cosine factors in CSD, a digit-serial approach has been
adopted to realize the multiplierless CFMB’s. The architecture
represents a trade-off between very regular and modular architec-
ture (with non-optimal operation counts) versus fast, operation-
efficient algorithm (but completely irregular and not scalable to
variable length). A 2D shape-adaptive DCT can be built using this
architecture following the conventional row-column decomposi-
tion.
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