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ABSTRACT

In this article, the adaptive performance of the normalized
least mean-squares algorithm in the context of the general-
ized sidelobe canceller beamformer is considered. The im-
plications of both the convergence behaviour and the mis-
adjustment on various beamforming applications are dis-
cussed. In particular, an important case is identi�ed for
which there is near-instantaneous convergence. A misad-
justment limit for which coherent post-processing is viable
is also derived. Finally, a novel approach to coherent broad-
band beamforming is introduced and then tested via simu-
lation.

INTRODUCTION

Adaptive beamformers can provide signi�cant gains un-
der conditions of anisotropic noise and interference. The
Gri�ths-Jim Generalized Sidelobe Canceller (GSC) is a use-
ful structure for the implementation of this processing [1].
The GSC abstracts the constraints of the adaption prob-
lem so as to permit the use of a standard unconstrained
adaption algorithm such as Least Mean-Squares (LMS) or
Recursive Least-Squares (RLS) (see, for example, [2]).
The LMS algorithm and its variants su�er the stigma of

having excessively long convergence times. Further, this
di�culty is exacerbated by correlation between successive
input vectors [2]. Recently, however, Slock reports \much
faster convergence for some ill-conditioned input covariance
matrices than for the white noise case [3]." It is of interest,
in consequence, to identify applications in which this \much
faster convergence" can be exploited. In this article, the
limiting case will be examined. It will be shown that a
particular interference scenario of interest is ideally suited
for the convergence of LMS-type algorithms.
After introductory preliminaries on the GSC and NLMS,

the performance of the memoryless GSC/NLMS combina-
tion is considered. The near-instantaneous limiting con-
vergence is then derived, and implications with regard to
tracking performance and output SNR are then discussed.
Observations with respect to the detection performance of
adaptive beamformers and their support of post-processing
are made. Finally, a novel approach to coherent broad-
band beamforming is introduced, and its performance is
compared to existing beamformers via simulation.

THE MEMORYLESS GSC/NLMS
BEAMFORMER

Let us examine the \memoryless" case in which the GSC
reduces to that shown in Figure 1. To form the input, z,
to the GSC of Figure 1, the time-series at the output of
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Figure 1. Generalized Sidelobe Canceller.

an M -sensor array is segmented, and Fourier Transforms
are used to bring the data into the frequency domain. The
resulting complex values are then pre-steered so that a vec-
tor of complex sensor outputs, zk;f;�, result at each snap-
shot, k, and at each frequency bin, f , and look direction, �.
Let us consider the processing at some arbitrary frequency
and look direction so that the corresponding subscripts may
be dropped. For basic Minimum Variance Distortionless
Response (MVDR) processing, the so-called quiescent re-
sponse for the pre-steered case is simply a vector of ones
(i.e., wq = 1M ). The input to the unconstrained adaptive
�lter is the product of a \signal blocking matrix" and the
sensor outputs: x = �Cz, where �Cwq = 0. With respect
to the standard adaptive �ltering terminology, the so-called
\desired response" is simply the conventional beamformer
output, d = wH

q z, where the superscript H denotes conju-
gate transpose. An adaptive �lter is driven to reect the
correlation between the energy at the output of the conven-
tional beamformer (d) and that which arrives from other
directions (x). The adaptive �lter output, which at conver-
gence will represent any interferences present, is then sub-
tracted from the conventional beamformer output to pro-
vide the output of the adaptive beamformer. This di�erence
quantity is simply the adaptive \error": e = d � ûHx. In
the case of Normalized LMS (NLMS) processing, this adap-
tation can be represented by its weight update equation,

ûk+1 = ûk +
��eyk

�+ xHk xk
xk;

where � is some small positive number designed to maintain
stability (assumed to be zero here), and �� is the so-called
stepsize or convergence-controlling parameter for the NLMS
�lter.

GSC/NLMS LIMITING CONVERGENCE

Consider the case in which there are two planewave signals
in otherwise isotropic noise. The assumption that one of



these signals is in the precise steering direction is also made.
The pre-steered covariance matrix is now

E
�
zzH

�
= �2n

�
IM + hiqiq

H
i + hsqsq

H
s

�
;

where �2n is the variance of the noise at each sensor, and
the vectors qi and qs represent the beam-weighted sensor
outputs due to the \interferer" (signal arriving o� the look
direction) and \signal" (that arriving in the look direction),
respectively. We set qHi qi = qHs qs = 1 so that the quanti-
ties hi and hs represent the in-beam Interference-to-Noise
and Signal-to-Noise Ratios (INR and SNR) respectively.
Note that due to the pre-steering, these conditions imply

that qs =M� 1

2 1M . The covariance matrix of the adaptive
inputs is now

E
�
xxH

�
= �2n

�
�C �CH + hi �Cqiq

H
i
�CH

�
:

In order to facilitate the subsequent analysis, we also con-
sider an orthonormal signal blocking matrix, i.e., �C �CH =
IM�1. The results to follow will represent a performance
limit in the case of more computationally motivated sig-
nal blocking matrices. Given an orthonormal �C, we have
a M � 1 �M � 1 adaptive �lter input covariance matrix
with M � 2 eigenvalues of �n = �2n and one eigenvalue of
�i = �2n(1+hiq

H
i
�CH �Cqi). Clearly, the dominant eigenvec-

tor is in the direction of r1 = �Cqi.
It will now be shown that the Wiener �lter is to be found

in the same direction as this dominant direction. As a re-
sult, the adaptive �lter inputs will tend to drive its ad-
justable weights directly toward the target of the adapta-
tion process, and near-instantaneous convergence will re-
sult. For the problem at hand, the Wiener �lter is given
by

uopt = E
�
xxH

��1
E
�
xdy

�
=

�
�CE

�
zzH

�
�CH

��1 �CE �
zzH

�
wq:

where the superscript y denotes complex conjugate. Multi-
plying the equation above by E

�
xxH

�
and substituting for

d and x yields

E
�
xxH

�
uopt = E

�
xdy

�
= �2nhi(q

H
i wq)r1;

implying that the Wiener weights coincide with the domi-
nant input direction, i.e.,

uopt =
hiq

H
i wq

1 + hirH1 r1
r1:

This is, of course, intuitive: the function of the GSC is to
steer a null in the direction of the interferer.
If the adaptive �lter weights are initialized to zero, as is

typical, then the adaptive weight error only exists in the di-
rection of the dominant eigenvector of the input covariance
matrix. Consequently, the decoupled modal convergence
analysis found in [3] can be applied. Since only one of the
modal weight errors exists initially, the global NLMS con-
vergence reduces to the convergence of that mode. In this
case, the time constant of the NLMS learning curve is given
by [3]

�NLMS =
�i + (M � 2)�n
�i��(2� ��)

:

For large interference to noise ratio (INR), that is, �i >
(M � 2)�n, this time constant is less than two for �� =
1. This represents a considerable gain in convergence over
sample matrix inversion methods, which require at least
M snapshots before their output becomes meaningful. In
a richer environment, the convergence for the narrowband
GSC/NLMS adaptive beamformer will, of course, be slower.
The RLS algorithm can also demonstrate this remark-

able convergence behaviour. With an initial inverse covari-
ance estimate of IM�1, for example, the �rst RLS iteration
is equivalent to that of an NLMS �lter with � equal to
the RLS forgetting factor. Unfortunately, the e�cient (so-
called fast) implementations of the RLS algorithm are not
available in an adaptive beamforming context, necessitat-
ing O(M2) multiplications per snapshot per beam. As a
result, the NLMS adaptation algorithm, with O(M) multi-
plications per snapshot per beam, is much more attractive
in terms of its complexity. Hence, the focus of this paper is
the GSC/NLMS beamformer.
In principle, anisotropies resulting in large suboptimal-

ity for the conventional beamformer will be nulled quickly
whereas convergence toward more subtle, and hence less
deleterious, anisotropies will tend to be slower. An excep-
tion to this rule is the case in which two closely-spaced
interferers exist.

TRACKING PERFORMANCE

In some applications, fast convergence translates directly
into enhanced tracking ability. Unfortunately, this is not
necessarily the case for narrowband GSC/NLMS adaptive
beamforming. Our tracking performance will be related to
the excitation of the direction that the target �lter is drift-
ing. Unfortunately, this relationship is di�cult to quantify
and may change dramatically as an interferer moves rela-
tive to the array. In some conditions, the target �lter drift
due to an interferer's motion is almost parallel to the exci-
tation, in which circumstances NLMS would be expected to
track well. The opposite situation, in which the excitation
is orthogonal to the target drift, is no less likely to arise,
however. In this event we might expect a very poor tracking
behaviour on the part of the NLMS algorithm.
This di�culty with the tracking performance of the

NLMS adaptive �lter does not necessarily suggest that the
RLS �lter will track better. The NLMS/RLS tracking com-
parisons of [3], for example, simply do not apply since the
input nonstationarity under the conditions being considered
impacts the tracking performance of the RLS algorithm.
In any event, the tracking performance of the NLMS/GSC
adaptive beamformer may be considerably poorer than de-
sired.

MISADJUSTMENT AND OUTPUT SNR

The term \misadjustment" refers to the steady-state noise
performance of the processing, and in particular the noise
injected into the output due to the variability of the adap-
tive weights. In all adaptive systems, a trade-o� exists be-
tween convergence times and the misadjustment. If a sys-
tem is tuned to provide low misadjustment, its convergence
behaviour must necessarily su�er. Let us consider, there-
fore, the implications of signi�cant misadjustment in the
adaptive beamforming context.
The minimum mean squared error (MSE) is given by

�opt = E
h�
d� uoptHx

�2i



=
�
wq � �CHuopt

�H
E
�
zzH

� �
wq � �CHuopt

�
:

For the model environment under consideration, this ex-
pression reduces to

�opt = �2nw
H
q

�
IM +

hi
1 + hirH1 r1

qiq
H
i + hsqsq

H
s

�
wq :

As a result, the potential SNR at the output of a MVDR
beamformer is given by

SNRopt
MVDR =

hs

1 + hi�i
1+hi(1��i)

: (1)

where �i = wH
q qiq

H
i wq=w

H
q wq (�s = 1), and rH1 r1 = 1� �i

due to the orthogonality between �C and wq .
Since the conventional output SNR is given by

SNRCB =
hs

1 + hi�i
;

the potential SNR gain is given by

SNRopt
MVDR

SNRCB
=

1 + hi�i

1 + hi�i
1+hi(1��i)

= 1 +
h2i �i(1� �i)

1 + hi
(2)

in agreement with, for example, [4].
Expression (2) represents an unachievable gain in true

SNR in the case of zero misadjustment. The practical MSE,
�, of an adaptive �lter is given by

�
4
= E

�
jej2

�
= �opt(1 +M)

whereM is the misadjustment [2]. When the adaptive mis-
adjustment is taken into consideration, the SNR at the out-
put of the adaptive beamformer becomes

SNRMVDR =
hsh

1 + hi�i
1+hi(1��i)

i
(1 +M) + hsM

: (3)

In e�ect, there are now four components present in the
adaptive beamformer output power:

1. hs;

2. 1 + hi�i
1+hi(1��i)

;

3. hsM;

4.
h
1 + hi�i

1+hi(1��i)

i
M.

Only the �rst component represents coherent signal power
while the last two components are due to the misadjust-
ment. Note that the signal in the look direction contributes
signi�cantly to the noise in the adaptive beamformer out-
put via component 3. For hi = 0 and hs !1, we observe
that SNRMVDR ! M�1. This suggests an interesting in-
terpretation for the misadjustment as the inverse of a ceiling
on the true output SNR. By comparison, the SNR at the
output of the conventional beamformer in the same circum-
stances is unbounded, equaling hs.
This is of particular importance when the beamforming

takes place over a number of bins, f , and a number of snap-
shots, k. The e�ect of misadjustment is that the uctua-
tions in the adaptive weights decorrelate the beamformer
outputs, resulting in a loss of coherence between adjacent

bins and adjacent snapshots. When any post-processing
is performed after beamforming, this inter-bin and inter-
snapshot coherence can be vital. For example, spectral
zoom processing assumes coherence between adjacent snap-
shots. The application of a matched �lter, on the other
hand would also require inter-bin coherence. In order for
adaptive beamforming to be a suitable for these situations,
the true adaptive SNR must be greater than that obtained
due to conventional processing. In other words, the misad-
justment must be lower than

Mcrit =
h2i �i(1� �i)

(1 + hi)(1 + hs)� hshi�i
;

at which value the misadjustment losses equal the adap-
tive gains. As a result of this limit, a very low value for
misadjustment is often required.
In some applications, however, the information of inter-

est is simply the power in a given look direction at a given
frequency. In these cases, all of the output power resulting
directly from the signal of interest may be considered to be
\signal". That is, the incoherent output power component
hsM may actually be considered to be part of the output
signal power since it is an indication of the signal present
in the look direction. The apparent SNR now becomes the
optimal SNR as given by (1). Here, the coherence of the
adaptive beamformer output is not an issue. The only con-
sideration is the detection of the signal in the look direction.
Since the adaptive misadjustment has the e�ect of amplify-
ing the signal power with the same gain as it ampli�es the
noise power, the detection problem becomes independent of
misadjustment.

BROADBAND PROCESSING

A simple extension of the narrowband beamformer under
consideration to the broadband beamforming problem will
now be introduced. For narrowband processing, an inde-
pendent set of adaptive weights is maintained for each fre-
quency bin and each beam, meaning that only one input
vector is available to drive each adaptive �lter at each snap-
shot. In constrast, the proposed coherent (with respect to
the look direction) broadband processing method maintains
only one set of adaptive weights per beam. These weights
are then updated using all the Nbb independent pre-steered
frequency bins which the broadband signals are expected to
span.
The manner in which any given set of bin-vectors is ap-

plied to the update of a given adaptive �lter is important,
however. In a �eld consisting of one broadband interferer,
the Wiener �lter is di�erent at each frequency due to the
dependence of the quantity qi on frequency. As a result, it
is important to process frequency bins sequentially, so that
the Wiener �lter changes as little as possible between input
vectors. In order to maintain this policy from snapshot to
snapshot, it is necessary to alternate processing directions,
applying the bin-vectors from low to high frequency in one
snapshot and from high to low in the next.
In principle, the application of Nbb independent input

vectors to each adaptive �lter per snapshot should result
in convergence that is faster by a factor of Nbb. Conse-
quently, lower values of �� may be used to provide lower
misadjustment. With su�ciently low misadjustment, little
signal coherence is lost so that further processing, such as
matched �lters, can be successfully applied while still main-
taining a near-instantaneous convergence (in terms of snap-
shots rather than input vectors). Unfortunately, the coher-



ent performance of the coherent broadband GSC/NLMS
beamformer depends more on the tracking ability of the
NLMS algorithm than its convergence performance. For
broadband detection, on the other hand, which is simply a
power detection exercise, there is no need to choose a low
value of �� or, for that matter, to adopt a coherent rather
than an incoherent processing policy, as has already been
discussed. Perhaps counter-intuitive, this result stems from
the fact that the misadjustment of the adaptive process
equally boosts the power of the signal and the (cancelled)
interferers. In consequence, the stability of the adaptive
weight vector is not an issue in the context of broadband
detection.

EXPERIMENTAL RESULTS

This section presents the results of a simulation that tests
the performance of broadband beamforming method de-
scribed above. At the same time, a number of the analytic
observations above are also demonstrated.
A broadband planewave source (interferer) with strength

hi = 30 was simulated to arrive at 7� away from the broad-
side of a equi-spaced linear array with M = 16 sensors.
The source frequency characteristics can be taken to span
80% of the array's design frequency being centered at 60%
of that frequency. The processing resolution was chosen so
that 201 independent input bin-vectors were available per
beam per snapshot. Finally, �2n was chosen to be M�1 so
that the conventional beamformer (CBF) would expect 0dB
output apart from the interferer.
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Figure 2. NB Response of Coherent BB Beamformers.

An ensemble average of 200 independent trials of the �rst
snapshot was constructed for a number of di�erent process-
ing methods. Figure 2 shows the resulting bin-outputs. Of
the four curves shown on this �gure, the uppermost is the
conventional beamformer response. The e�ects of the in-
terferer are clear at low frequencies. The lowermost line
represents the optimal beamformer, having u = uopt for all
bins. While this processing is impractical, it is included for
reference. The remaining two curves are the bin-outputs for
GSC/NLMS and the Steered Minimum Variance (STMV)
technique of [5]. For the NLMS algorithm, �� = 1 was used.
As a result, near-instantaneous convergence is evident at the
lowest frequency, where the processing began. Moreover,
the e�ects of adaptive misadjustment are evident toward
the design frequency, where the conventional beamformer

outperforms both of the adaptive methods. The broadband
outputs (sum over all bins) of the four beamformers are
summarized below.

Table 1. Beamformer output powers, dB

Method Output

CBF 45.2
OPT 26.3

GSC/NLMS 32.0
STMV 35.0

The experiment in question could, of course, be inter-
preted quite di�erently. A brief discussion of its duality
may be of interest. Instead of one snapshot of a station-
ary broadband scenario with N bins, the experiment can
equally be considered to be a nonstationary narrowband ex-
periment over N snapshots. With the processing frequency
equal to the design frequency, the interferer travels from
1:4� to 7� away from broadside. In this event, the STMV
technique corresponds to a batch MVDR method. Using
the narrowband interpretation, it is easy to picture the in-
terferer traversing the main lobe of the conventional beam-
former from the appropriate curve of Figure 2. Only the
labels for the abscissa of Figure 2 would change under this
interpretation.

CONCLUSIONS

In this paper, the performance of the narrowband memory-
less GSC beamformer is considered, and its limiting conver-
gence with the NLMS adaptive �lter has been derived. The
implications of the misadjustment of these adaptive beam-
formers have also been discussed. By recursive application
of narrowband beam-outputs to a common adaptive �lter,
a coherent broadband beamforming method results. This
approach has also been shown to be able to outperform ex-
isting coherent broadband methods in a scenario of interest
via simulation.
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