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ABSTRACT

Bispectrummethods have been proposed for non-Gaussian
signal Time Delay Estimation(TDE) problem. When
the signal is non-Gaussian and additive noises are spa-
tially uncorrelated Gaussian, the bispectrum methods
are outperformed by Generalized Cross-Correlation (GCC)
methods. This problem is addressed in this paper and
new methods are proposed to improve the TDE per-
formance. The new methods exploit the Higher-Order
Statistics characteristics of the signals and formulate
weighting functions to improve the time delay estima-
tion. Computer simulation results show that the new
methods outperform both the GCC and the bispectrum
methods.

1. INTRODUCTION

Time delay estimation(TDE) between received signals
at two sensor locations is an important problem in
many �elds such as sonar, radar, biomedicine, geo-
physics, etc. Generalized Cross-Correlation (GCC) ap-
proaches(SCOT, ROTH, PHAT, etc.) have been the
conventional methods for TDE [1], [2]. Conventional
bispectrum method(CBM) and parametric bispectrum
method(PBM) were proposed in [3] for non-Gaussian
signal TDE problem. When the signal is non-Gaussian
and additive noises are spatially correlated Gaussian,
the bispectrum methods(CBM and PBM) outperform
GCC approaches. But in the case where the signal is
non-Gaussian and additive noises are spatially uncor-
related Gaussian, GCC approaches exhibit better per-
formance than the bispectrum methods as indicated in
[3].

The above problem is addressed in this paper and
new methods are developed to improve the TDE of
non-Gaussian signal buried in spatially uncorrelated
Gaussian noise. The new methods are based on Higher-
Order Statistics(HOS) characteristics of the signals and
weighting functions are proposed to improve the time

delay estimation. Our computer simulation results show
that the new methods outperform both the GCC and
the bispectrum methods.

2. BACKGROUND

The fundamental physical problem can be described
as follows. There are two receiving sensors, and it is
assumed that fx(n)g and fy(n)g are two sensor mea-
surements. The TDE problem can be modeled as

x(n) = s(n) + w1(n)

y(n) = s(n�D) + w2(n) (1)

It is assumed that s(n) is the non-Gaussian source sig-
nal , w1(n) and w2(n) are the additive spatially uncor-
related Gaussian noises at the respective sensors, inde-
pendent of the signal, and D is the time delay between
the signals at the two sensors.

Bispectrum methods have been proposed to esti-
mate the time delay in the HOS domain. But the sim-
ulation results in [3] show that SCOTmethod (one type
of GCC methods) exhibits better performance than the
CBM and PBM for TDE of non-Gaussian signal buried
in spatially uncorrelated Gaussian noises.
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Figure 1: RMS error of TDE, *: CBM, o: SCOT

Fig.1 shows the Root Mean-Square (RMS) error of
TDE result for SCOT method and CBM. From Fig.1,



we can see that SCOT method is better than CBM
in the sense that its RMS error is smaller. This indi-
cates that the SCOT approach can e�ectively suppress
the noise through the specially chosen SCOT weighting
function.

Even though bispectrum methods can suppress Gaus-
sian noise in theory, it actually does not suppress the
noises completely in the estimated cumulants due to
the estimator variance, which degrades the performance
of CBM and PBM.

Since w1(n) and w2(n) are assumed to be spatially
uncorrelated Gaussian noise and the third-order cumu-
lant of a zero-mean Gaussian process is zero (in the-
ory)[4], [5], the Gaussian noises can be suppressed by
computing the third-order cumulant sequence

Rxxx(�; �)
4
= Efx(n)x(n + �)x(n + �)g

= Efs(n)s(n+ �)s(n+ �)g+

Efw1(n)w1(n+ �)w1(n+ �)g

= Rsss(�; �) + Rw1w1w1
(�; �)

= Rsss(�; �) (2)

Rxyx(�; �)
4
= Efx(n)y(n+ �)x(n + �)g

= Efs(n)s(n�D + �)s(n+ �)g+

Efw1(n)w2(n+ �)w1(n+ �)g

= Rsss(� �D; �) +Rw1w2w1
(�; �)

= Rsss(� �D; �) (3)

where we de�ne the following third-order statistics as

Rsss(�; �)
4
= Efs(n)s(n+ �)s(n+ �)g (4)

Rw1w1w1
(�; �)

4
= Efw1(n)w1(n+�)w1(n+�)g = 0 (5)

Rw1w2w1
(�; �)

4
= Efw1(n)w2(n+�)w1(n+�)g = 0 (6)

from Eq.(2) and (3), we have the following third-order
cumulant relationship

Rxyx(�; �) = Rxxx(� �D; �) (7)

It is clear that the cross-cumulant Rxyx(�; �) is a de-
layed version of Rxxx(�; �) and the time delay is D.
Therefore it is possible to estimate the time delay in
cumulant domain using an approach similar to the tra-
ditional GCC methods.

The advantage of estimating the time delay through
the above model is that Gaussian noise is completely
suppressed in the HOS domain(in theory). Therefore
we can expect a better time delay estimation at low
SNR compared with the conventional GCC approaches,
which are based on the traditional TDE model in time

domain. GCC approaches fail to get accurate time
delay estimation at low SNR due to the corrupting
Gaussian noise e�ect. We can improve the TDE per-
formance through transforming the traditional TDE
model of the covariance-based domain to that of the
third-order statistics based domain.

3. NEW METHODS

3.1. HOS-SCOT method

Since we have Eq.(7), de�ne

R12(k; �)
4
= EfRxxx(�; �)Rxyx(� + k; �)g (8)

R11(k; �)
4
= EfRxxx(�; �)Rxxx(� + k; �)g (9)

R22(k; �)
4
= EfRxyx(�; �)Rxyx(� + k; �)g (10)

and

G12(!1; !2)
4
= FT [R12(k; �)] (11)

G11(!1; !2)
4
= FT [R11(k; �)] (12)

G22(!1; !2)
4
= FT [R22(k; �)] (13)

where FT [�] denotes double Fourier Transform.

then we have

R(m;n) =

Z �

��

Z �

��

G12(!1; !2)p
G11(!1; !2)G22(!1; !2)

ej!1mej!2nd!1d!2 (14)

and

J(m) =

1X
n=�1

R(m;n) (15)

peaks at m = D.

J(m) is the proposed criterion for TDE. In the cri-
terion, the frequency weighting function

W (!1; !2) =
1p

G11(!1; !2)G22(!1; !2)
(16)

is used to enhance the time delay estimation. Since
the weighting function is similar to SCOT method, we
refer to it as HOS-SCOT method.

By applying the weighting function, the remaining
Gaussian noise contribution in the estimated cumulants
due to the estimator variance is further suppressed.
Thus the time delay estimation is improved by sup-
pressing the noise e�ect .



3.2. HOS-ROTH method

The weighting function can also be selected as

W (!1; !2) =
1

G11(!1; !2)
(17)

therefore, we have

R(m;n) =

Z �

��

Z �

��

G12(!1; !2)

G11(!1; !2)
ej!1mej!2nd!1d!2

(18)
and the TDE criterion is

J(m) =

1X
n=�1

R(m;n) (19)

which peaks at m = D. Since the weighting function
is similar to that one used in the ROTH method, this
method is called HOS-ROTH method. The weighting
function helps to get the correct time delay by sup-
pressing the noise e�ect.

3.3. HOS-PHAT method

The weighting function can also be selected as

W (!1; !2) =
1

j G12(!1; !2) j
(20)

therefore, we have

R(m;n) =

Z �

��

Z �

��

G12(!1; !2)

j G12(!1; !2) j
ej!1mej!2nd!1d!2

(21)
and the TDE criterion is

J(m) =

1X
n=�1

R(m;n) (22)

which peaks at m = D. This weighting function is
similar to that one used in the PHAT method, therefore
it is called HOS-PHAT method.

The ROTH, PHAT and SCOT processors have been
proposed for time delay estimation in second-order statis-
tics domain and they are also widely used in practical
problems to suppress the noise e�ect and improve the
TDE performance. Similar weighting functions are pro-
posed and used in the 3rd-order statistics domain to
get better time delay estimation. The HOS property
of non-Gaussian signal and Gaussian noise is exploited
to suppress the corrupting noises. And weighting func-
tions are also used in the proposed criterion to fur-
ther improve the performance of time delay estimation.
In the next section, the performance of the proposed
methods is compared to that of GCC(SCOT, ROTH,
PHAT) and CBM. The computer simulation results in-
dicate that the proposed methods are superior to GCC
and CBM.

4. SIMULATION RESULTS

Computer simulations are carried out to investigate the
performance of the proposed methods. The signal s(n)
is a zero-mean non-Gaussian sequence(one-sided expo-
nentially distributed). The two additive noise sources
are zero-mean Gaussian sequence, uncorrelated with
each other and with the signal. 512 samples of the
signal and noise are used in the 50 Monte Carlo runs
with SNR from �3dB to �9dB. The true time delay
is chosen as D = 16. The CBM, SCOT, ROTH and
PHAT methods are also employed in the simulations
for comparison purposes.

Fig.3 illustrates the RMS error of the time delay
estimate. From Fig.3, we see that the RMS of CBM is
the highest at all SNR values and the RMS of SCOT
is smaller than that of CBM, whereas the RMS of the
proposed HOS-SCOT method is smaller than that of
CBM and SCOT. The TDE criteria versus time lag
of 50 Monte Carlo runs at SNR = �3dB are given in
Fig.2, Fig.4 and Fig.5 to show the performance of HOS-
SCOT, HOS-ROTH and HOS-PHAT respectively. All
of the cost functions derived in Monte Carlo simula-
tions for TDE are plotted together in one �gure to illus-
trate the performance of time delay estimation. From
Fig.2, we can see that the peak generated by the CBM
and SCOT is not very good for time delay estimation.
In contrast, a sharp peak is generated by HOS-SCOT in
multiple simulations and the peak position corresponds
to the time delay. It is clear that the proposed criterion
HOS-SCOT is superior to the CBM and SCOT method
for time delay estimation.

Similarly, Fig.4 shows that the proposed HOS-ROTH
is better than CBM and ROTH, and Fig.5 shows that
the HOS-PHAT is better than the CBM and PHAT, as
clearly indicated by the simulation results.

5. CONCLUSION

A well-known problem with the bispectrum-based TDE
methods (CBM and PBM) is that they are outper-
formed by GCC methods in time delay estimation of
non-Gaussian signal buried in spatially uncorrelated
Gaussian noises. New approaches are proposed in this
paper to solve this problem. A time delay model is
formulated in the third-order cumulant domain and is
used to estimate the time delay. Based on the third-
order statistics of the signals, three di�erent kind of
weighting functions are formulated to suppress the Gaus-
sian noise e�ect. These new TDE methods are called
HOS-SCOT, HOS-ROTH and HOS-PHAT respectively.
Computer simulation results veri�ed the performance
improvement of the new methods.
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Figure 2: Criterion versus Time Lag, top: CBM, mid-
dle: SCOT, bottom: HOS-SCOT method
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Figure 3: RMS error of TDE, -: CBM, *: SCOT, o:
HOS-SCOT method

0 5 10 15 20 25 30
0

20

40

60

80

100

120

140

LAG

CR
ITE

RIO
N

0 5 10 15 20 25 30
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Figure 4: Criterion versus Time Lag, top: CBM, mid-
dle: ROTH , bottom: HOS-ROTH method
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Figure 5: Criterion versus Time Lag, top: CBM, mid-
dle: PHAT, bottom: HOS-PHAT method


