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ABSTRACT symbols are encoded as permutations of hop tones, and more
than one channel can be realized by using orthogonal frequency

A modified frequency hopping signaling scheme hesently division multiplexing (OFDM) [3]. However, this increases
received a considerable attention by the designers of power linecomputational complexity. Therefore, the demodulator structure
communication systems because of its insensitivity to frequency-which reduces number of computational operations would be
selective and time-variant attenuation and high level of yseful.
interference. In frequency hopping system, the increase of the ) ) ) )
data rate without increase of the hop rate is possible only if theTh€ Ppurpose of this paper is to present optimum-receiver-
receiver can detect all information-bearing tones simultaneously.eduivalent demodulator with reduced number of multiplications.
This paper presents the structure of the noncoherent optimumThe prmcnple of the optimum receiver is discussed in section 2.
receiver that minimizes number of required multiplications and !N section 3, the new receiver structure based on DFT
memory locations. The receiver structure is based onComputation is presented. The computational gain is discussed in
computation of equidistant DFT coefficients. The proposed S€ction 4.
demodulator can be used in systems with variable bit rate. With
slightly modified algorithm, rough synchronization can also be 2. OPTIMUM RECEIVER
achieved. Comparison of computational complexity confirms

superiority of presented algorithm over direct DFT calculation The optimum receiver for M-ary frequencyodulated signal
and FFT algorithm. corrupted only by additive white Gaussian noise (AWGN) is

illustrated in Figure 1. The demodulation of tleeeived signal
r(t) is accomplished by using two correlators for each possible
transmitted frequency. The detector compiesnvelope$3]

1. INTRODUCTION - ms m=1. M 1)

Wide spread low voltage electrical power distribution networks F ) )
represent an attractive medium for digital communications. The (OF Squared envelopes,[[), and selects signal with the largest

general opening of telecommunications market and deregulatiorenvelope or squared enveldp®utputs of the correlators are
of energy market in Europe have enabled the electric utilities toSampled at the end of each chip interval. The clock used to
offer the users some services till recently reserved only for Sample correlator outputs must be synchronous with the chip
communication companies, and thereby raised the importance oflock in the transmitter. A synchronization based on zero
reliable and cost effective power line communication system. Thecrossings of the mains voltage is the simplest solution [1].

electric utility applications include, e.g., remote meter reading, | giscrete-time system, integrators on Figure 1 are realized as
distribution automation and demand-side management. accumulators. The two reference signals for the correlators are
Power lines are, however, heavily stressed with interference fromc0sSine and sine waveforms with corresponding frequdpey
various sources and attenuation exhibits unpredictable variationsTherefore, the outputs from correlators afteinput samples are
Such a communication hostile environment calls for a frequencygiven by:

redundant modulation scheme. It has been shown in [1] that N -1

frequency hopping (FH) enables reliable power line _

communications, even when a rather simple synchronization fme 4 r(nTs) DCO&{M”'FTQ’ 2)
scheme based on zero-crossings of the mains voltage is used. l:l]_f

Since oscillators that are used at the transmitter and the receiveg,__ = r(nTs) [sm(znf an% (3)

are generally not synchronous and the phase characteristic of the =0

transmission medium is changed rapidly and in random manner . . .
[1], noncoherent detection has to be employed. NoncoherentVheréTs=1fis the sampling period.
detector computes energy at expected information-bearing
frequencies. Although FH demodulator requires only two
matched-filter-type detectors [1], the possibility to detect all 1 Optimum demodulator for the M-ary frequency shift keying
transmitted frequencies would be advantageous. The data rate (\-FSK) signals has the same structure. Therefore, the results
could be increased by applying symbol proces$ijg where presented in this paper can be applied to M-FSK receiver too.




It is obvious that cosine referenced correlator delivers real part ofFrequencies of the mutually orthogonal tones on the chip interval
one DFT component and sine referenced correlator imaginaryT are
part. The envelope demodulator output represents the absolute

value of DFT components. For computation of DFT components, fi =i 0=, i ON. (5)
computationally more efficient methods can be used. T
Equidistant information-bearing tones, fulfilling the above
cos Ayt conditions (4) and (5), have frequencies
t T 1
J’O( ) d t 47>l o =(mL+ k)[-l]:, m=0,..,M-1, (6)
sin 2rtt whereL determines distance between tones fhrid the offset
: from the null frequency. The period L is determined by available
t =T signal bandwidttB
> J’O( ) dt [T g L
: B=MMOAf = ML=, 7
cos 2t,t : T )
t J (P By applying the Nyquist sampling frequency
> [, () d t T fg = 2B = 2M [Af ®)
_ sin 2 t envelope the components with frequenciigs (6) can be computed as DFT
Received , : " or P dOutput coefficients: k, L+k, 2L+k, ..., M-1)L+k. Thus, all possible
signal S ecision i
9 > J’O( ) dt */;v“’square-la\ orthogonal frequencies are not used.
detector Generally, the number of required signal samples is the same as
- the number of needed Fourier coefficients. However, in order to
D reduce the impact of the synchronization error and impulse noise
: Dyl by averaging, the DFT coefficients are calculated using all
cos Ayt ' : samples in one chip period.
t s e There are methods of operation savings when reduced number of
—>I ()dt o> DFT components is requirefb], [6], [7]. None of them is,
0 : however, designed for the case when only equidistant
sin 2yt : coefficients have to be computed. Such a method will be
: ; developed in this paper. The only restriction is that the number of
t y Ms samplesN in one chip period is the integer multiple of the
> _fo( ) dt ""’_’ coefficient distance, i.e.
: N = L 0OP, PON. 9)
Sample at=T This condition is fulfilled for frequencies satisfying equations (6)
and (8). First, we shall develop the algorithm for the simplest
Figure 1. Optimum receiver forM-ary frequency case, which is the most common case in the practice.

hopping, orthogonal information-bearing tones . .
A. First frequency is null frequency

3. DFT BASED RECEIVER This condition means th&t0, i.e. the tone frequencies are
At this _pomt, we _s_hall §uppose that information-bearing fm=mL=, m=0,.. ,M-1. (10)
frequencied,, are equidistant:
fm+1 - fm =fm - fm-1=4Af, m=1,..M (4) These frequencies correspond to DFT coefficients with index
and thus uniformly distributed across the whole available mL:
frequency range. This condition is usually inherently fulfilled in N-1 _ 'MZH
communication systems employing orthogonal information- R(mL) = z (n Oe I™N (12)
bearing tones. Orthogonal frequencies are equidistant, and, from n=0
the point of reducing the error probability, it is advantageous to . . .
use tones distributed across the whole available frequency rangeBy applying relation (9), the equation (11) becomes
[4, [3]. N1,
= P 12
The second condition is that information-bearing tones are R(ml) nZO r(n) He (12)

shifted to the baseband. This can be accomplished by
multiplication with the carrier and low pass filtration or by
bandpass samplirig].



. mn T
. . -j—=2m o . off. The maximal synchronization error {ssym‘:—. This
The exponential functione = P is now periodic with 2L

periodP, and summation (12) can be broken to two summations: advantage has to be paid by increased number of registers in
moving average circuits.

oty S P ”;PZHD input samples stream
R(my = Pl+ De 13
( Q EO Zor( @% E ( ) L O T U] o weo
The realization is illustrated in Figure 2. The inner summation is ! N-point DFT |
realized in the form of accumulators whose content is sampled | -
and cleared afté input samples (chip peridp. ! ! N-point DFT |
Received _ LR | N-point DFT |
signal rictin ! ! .
> . p b acc, T > | 1500 <> .
] :
1 : Figure 3. Possibility to calculate DFT coefficients on
z : overlapped blocks of input samples
¥ . Jr
» . P | ACC, /._> P point =3 2s B. General case @0)
: DFT
' . : Generally, by selection of tone frequencies, the condition in the
* : : : caseA (k=0) may not be fulfilled. The required DFT coefficients
71 : : : are
: i - L+Kn
'pctl Ips N-1 - L
! i 2m
L5, p —>ACCP—/E'°—> —> RimL+ W= (ne N (16)
Samplé at=T =

Let us break summation (16) to two summatiorsP(l#p):
Figure 2. Realization of the system that computes

equidistant DFT coefficients when first frequency equals R(mL+ K =
zero (| P stands for decimator) P_1lL-1 (mL+ k)( Pl+ p) a7
Let us examine the properties of the structure shown in Figure 2. = z z f(P| + p) N
For a larger chip perio@,>T: p=0I=
L + B . .
T, = q T, (14) After simple transformations, equation (17) reduces to
: R(mL+ 8 =
the structure in Figure 2 computes DFT coefficients with index Mk K. O
miL+q), nm=0,...P-1. The frequencies corresponding to those P‘lm—j—errL‘l -j=-2ng -j p2er (18)
coefficients are N z (Pl + pe "L %De 0
=0 |=
¢ I mL+ gt " .
m(L+q), 7 = q T P(L N q) = Received
(15) signal F1ctifs
f f 1 —>| I P P DFT (K _ % > >
= m—S = mL—S = mL— = meT |_>| L( )|-/
P N T ’ y i2MIN

This result means that computed DFT components always |:Z:| -
correspond to the same set of physical frequencies, regardless of ) | |_/ . ZC, 2s
the periodT. This fact enables the use of this algorithm in ‘P H DFTL(K) P point

systems with variable chip period, for example in communication : DFT
systems with adaptive data rate.

- : . , E ejznk(P DN
If the accumulators in Figure 2 are substituted with moving- :
average-filters of length, and if their outputs are sampled after

pctiMps
P input samples, the DFT oN=L[P input samples will be L P |"| DFTL(k)|'/ —>

computed after each block & input samples (Figure 3). By Sample at=T

locating the local maximum in the output streams (1), the

rough synchronization can be achieved when the mains voltage is  Figure 4. Realization of the system that computes
equidistant DFT coefficients, general case




The realization is illustrated in Figure 4. The inner summation is 5.
recognized as beinigth DFT coefficient calculated dnsamples

(DFTL(K) on Figure 4), and the outer summatiofipoint DFT. An algorithm that calculates equidistant DFT components is
The general case does not preserve properties of the case A, i.@roposed. The computational savings are calculated and it is

work with adaptive data rate and synchronization are not Shown that this algorithm is computationally more efficient than
possible. FFT or direct method.

4. NUMBER OF MULTIPLICATIONS

CONCLUSIONS

The application of presented algorithm in communication
systems employing M-ary frequency modulation schemes is
. . o ) outlined. The most usual case in practice is the case A, when the
In this section, the number of multiplications in the presented ;,no fraquencies are the integer multiples of the difference
algo_rltr_]m 1S c_alculate(_j and compared  to t_he number of between them. In such a case, the algorithm enables calculation
multiplications in the direct DFT method and in the Cooley- ot peT coefficients in variable time interval and can be used in
Tukey FFT algorithm. systems with adaptive data rate. Furthermore, the possibility of
We will assume that all tone frequencies in the available Symbol synchronization with slightly modified algorithm is
bandwidth that satisfy condition (6) are used for data demonstrated, and therefore the system can operate when the
transmission, i.eP=2M, whereM is the number of information- ~ Mains voltage is off.

bearing tones and consequently the number of DFT coefficients

to be calculated. The number of samples in one chip periéd is 6. ACKNOWLEDGEMENT

By using direct computation of DFT coefficients, the number of The author's work at University of Karlsruhe was supported by
required complex multiplications is Deutscher Akademischer Austauschdienst (DAAD), and work at

Ngir = MIN (19) University of Zagreb by Ministry of Science and Technology of

) . L Croatia under grant No. 036024. The author is indebted to Prof.
By using the above algorithm to compute equidistant DFT py _|ng. K. Dostert, University of Karlsruhe, Germany, for useful
coefficients, case A, the total number of multiplications equals giscussions and introduction to this particular field.
number of multiplications needed to calculate DFPipoints. If
the FFT algorithm is used, the total number of complex 7
multiplications is )

na = 2M Oogy 2M (20)

In the case B, one can see from Figure 4 th&=N
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