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ABSTRACT 

To achieve widespread acceptance, speech understanding 

technology needs to be domain independent. Deep under- 
standing, however, appears to require knowledge that is do- 
main specific. Speech understanding technology, therefore, 
must be partitioned into domain-independent and domain- 
specific components. Development of domain-independent 
components could be promoted by creation of semantically 
annotated corpora. Any such corpus, however, would be 
difficult to produce and would necessarily be controversial 
because of lack of widespread agreement on principles of 
semantic analysis. The use of such a corpus for performance 
evaluation should therefore be left largely up to the research 
community rather than being imposed by funding agencies. 

1. INTRODUCTION 

To realize its full potential, speech recognition must be inte- 
grated with natural-language understanding to create speech 
understanding systems. The limits of recognition without 
understanding are demonstrated by the fact that, despite dra- 
matic performance improvements over the last ten years, 
there is still only one large-vocabulary application of speech 
recognition in widespread use: dictation. As important an 
accomplishment as that may be, it is a far cry from the “Star 
Trek” vision of interacting with computers simply by talk- 
ing to them in ordinary natural language. 

In order for enabling technologies like speech recog- 

nition or speech understanding to be put into widespread 
use, the technology must be substantially domain indepen- 
dent. Speech recognition comes close to achieving this goal 

(although high performance may require domain-specific 

training data, particularly for language modeling). Speech 
understanding technology, in so far as it exists at all, is far 
from domain independent. 

In the 1990s a number of impressive demonstrations of 
speech understanding were produced, but only for restricted 

domains. In particular, from 1990 to 1994, DAPPA spon- 
sored a series of benchmark tests of speech understanding 
on the Air Travel Information Service (ATIS) task, in which 

several systems achieved high performance on unseen test 

data. All of these systems, however, incorporated crucial 
components that were highly domain-specific. ATIS cannot, 
therefore, be claimed to have produced much in the way of 

domain-independent speech understanding technology. 

2. THE DIFFICULTIES OF 
DOMAM-INDEPENDENT UNDERSTANDING 

Why is domain-independent speech understanding so dif- 
ficult? Perhaps the greatest problem is that it is very dif- 
ficult to separate understanding language from understand- 
ing the subject matter that the language is about. To illus- 
trate this point, let us consider the task of automated docu- 
ment retrieval. In the age of the World Wide Web, perhaps 

the foremost potential application of language understand- 
ing (whether speech or text) would be to have reul content- 
based information retrieval. Imagine being able to ask an 
Internet search engine a specific question and get back only 
the small number of pages containing the information actu- 
ally desired rather than thousands or millions of pages con- 
taining some subset of the key words in the query, most of 
which are irrelevant to the request. 

Consider what would really be required to have this ca- 
pability. Suppose a user makes the request, Show me news 
stories about natural disasters in the United States in the 
spring of 1997. A story about a flood in North Dakota in 
April 1997 would clearly be relevant. Making this connec- 
tion, however, requires knowing that April is in the spring, 
North Dakota is part of the United States, and that floods 
are natural disasters. But is knowing these facts part of lan- 

guage understanding? Is someone who doesn’t know that 
North Dakota is in the United States ignorant of a fact about 

the English language, or a fact about geography? 

One might concede that language understanding does 
require such general knowledge of the world, but hope that 

something like simple taxonomic knowledge might suffice, 
since the cases we have just cited (April being in the spring, 
North Dakota being part of the United States, floods be- 

ing natural disasters) seem to be more or less of this type. 
Things are not so simple, however. For instance, not all 

floods are natural disasters. Some floods are not natural 



(e.g., when terrorists blow up a dam), and not all floods are 
disasters (e.g., if the only thing that floods is an empty flood 
plain). Precise judgments about when floods are natural dis- 
asters potentially requires complex reasoning about natural 

vs. man-made causes and whether enough damage is caused 
to constitute a disaster. 

For another type of example, consider the following pair 
of sentences from Terry Winograd’s [I, p. 2951 landmark 

thesis on natural-language understanding: 

The city councilmen refused the demonstrators 
a permit because thqvfeared violence. 

The city councilmen refused the demonstrators 
a permit because thev advocated revolution. 

In the first sentence, they clearly refers to the city council- 
men, while in the second, they equally clearly refers to the 
demonstrators. To understand who they refers to in these 
sentences requires more than simple taxonomic knowledge. 

It seems to require knowledge of typical (or stereotypical) 
behavior of city councilmen and demonstrators. That surely 

is not to be counted as knowledge of language, but just as 
surely, these sentences cannot be fully understood without 

it. 
These examples are intended to show that deep under- 

standing of an utterance requires more than just knowledge 
of language; it can require arbitrary pieces of knowledge in 

the domain of the subject matter of the utterance. For this 
reason, language understanding is sometimes said to be an 
“Al-complete” problem. That is, understanding language in 
general seems to require a solution to the artificial intelli- 
gence problem in general. 

3. TOWARDS DOMAIN-INDEPENDENT 
COMPONENTS OF UNDERSTANDING 

Even though deep language understanding can require arbi- 
trary amounts of domain-specific knowledge, there are still 
steps that could be taken towards isolating components of 
understanding that are largely domain independent. lde- 
ally, deep understanding systems could be built by com- 
bining such domain-independent components with domain- 

specific knowledge bases. 
What could such an approach hope to accomplish? Con- 

sider the following English expressions: 

John broke the glass 

the glass was broken by John 

the glass broken by John 

the glass that was broken by John 

Although the syntactic phrasing in these expressions varies 
significantly, the semantic relations among the verb break 
and the noun phrases the glass and John are the same in 

all cases. Moreover, recognizing that these relationships 
are the same does not appear to require any deep domain- 
specific knowledge about the concepts involved. Only gen- 
eral syntactic knowledge and superficial lexical knowledge 
seem to be required. A level of representation that captures 
such relatively shallow semantic regularities might well pro- 
vide a basis for partitioning the understanding problem into 
domain-independent and domain-specific parts. 

In 19934, participants in the DARPA Spoken Language 
Program put a fairly substantial effort into developing a pro- 
posed methodology, called “SemEval” [2], for evaluating 

performance in identifying semantic relations of the sort 
discussed here. (In SemEval, these were called “predicate- 
argument relations”.) The SemEval proposal also included 
evaluation of two other types of semantic analysis, corefer- 

ence relation identification and word-sense identification. 
The goal of the predicate-argument evaluation was to 

produce a structure that represents the semantic contribu- 
tion of each word in an utterance and how it relates to the 
semantic contribution of the other words in the utterance. 
For example, under one proposal, the utterance Every blue 
block is tall might be represented as something like: 

(decl (tall 1: (every <(block 1) 
(blue 1)‘) 1) 

The coreferencc identification component of the evalua- 
tion was to include a number of different types of contextual 
relationships including: 

I. Strict coreference, where one expression denotes cx- 
actly the same entity as some other expression: 

Show theflights jbm Boston to Dallas and 
the times they am’ve. 

thqv = theflightsfmm Boston to Dallas 

2. Relational coreference, where one expression denotes 
something bearing a specific relation to an entity de- 

noted by some other expression: 

Shou*flightsfi-om Boston to Dallas and dis- 
countfares. 

discount j&s = discount fares jorJlights 
jrom Boston to Dallas 

3. General constraints from context: 

I need to go jbm Boston to Dallas. Show 
me all the momingjights. 

the morningflights = the morning flights 
from Boston to Dallas 

Finally, the goal of word-sense identification compo- 
nent was to mark the content words of an utterance with 

sense tags from a lexical database such as WordNet [3]; 



and for function words, identify the cases where different 
words express the same semantic relationship between con- 
tent words, such as: 

ticket 2 price 
price of a ticket 
price for a ticket 
price on a ticket 

This was an ambitious proposal that was never put into 
practice for a number of reasons, the foremost one being 
that DARPA turned away from any common evaluation of 

understanding performance towards an emphasis on demon- 
strations of practical utility in tasks of military relevance. 

Nevertheless, something along the lines the SemEval pro- 
posal still seems like a possible way to promote research on 
the domain-independent aspects of spoken-language under- 

standing. 

4. RECOMMENDATIONS 

To conclude, here are some personal recommendations for 
corpus development and evaluation methodologies to pro- 

mote domain-independent component technology for speech 
understanding. These recommendations are based on the 
author’s personal experience participating in both the ATIS 
evaluations and the development of the SemEval proposal. 

First, the most important thing is to have a publicly avail- 
able semantically annotated corpus of sufficient size for ex- 

perimentation and testing. Even without any formal pro- 
gram of evaluations such as the DARPA benchmarks, the 
mere existence of such a corpus can stimulate research ac- 
tivity. This has proved to be the case with the Penn Treebank 
corpus annotated with syntactic bracketings [4]. This cor- 
pus has become the benchmark for testing statistical pars- 
ing models by numerous researchers, even though no formal 
program of evaluations exists in this area. 

It should be understood that the development of a se- 
mantically annotated corpus is a much more ambitious un- 
dertaking than transcribing a speech corpus for recognition 
evaluations or annotating a corpus with syntactic bracket- 
ings. The existence of widespread agreement on how to 

write and spell in the world’s major languages makes speech 
recognition evaluation simple by comparison. Developing 
an annotated corpus for semantic evaluation is a bit like 

transcribing a corpus for recognition evaluation would be if 
we had to simultaneously invent written language in order to 

carry out the transcription. Annotating syntactic bracketing, 
while perhaps more difficult than transcribing speech, in- 
volves not much more than making explicit the robust intu- 
itions about syntactic structure that are tapped when school 
children are taught to “diagram” sentences. 

The fact that the semantic structure of language is so 
much murkier than its lexical or syntactic structure means 

that developing a semantically annotated corpus would be 
much more of a research project than previous corpus de- 
velopment efforts; and the results will necessarily be more 
controversial, because of lack of widespread agreement on 
principles of semantic analysis. However, having some sort 
of semantically annotated corpus, with all the faults it would 
be sure to have, is certainly far preferable to having none at 
all, as is currently the case. 

The fact that developing a semantically annotated cor- 
pus is problematical in so many ways also argues for using 
a very light hand in establishing any evaluation based on 
such a corpus. Any evaluation should be viewed as com- 
pletely voluntary by all parties concerned. Indeed, my per- 
sonal view is that DARPA’s penchant for establishing com- 
plex, multidimensional benchmark evaluations for speech 
and language technology that all contractors feel obligated 
to participate in has at best produced very mixed results with 
respect to accelerating progress. It is undoubtedly true that 
the contractor community as a whole makes rapid progress 
on the particular tasks that DARPA has chosen to evalu- 
ate on. However, by choosing complex, multidimensional 
tasks, DARPA tends to force all contractors to spread their 

efforts across all aspects of the task, often with the result 
that contractors end up concentrating their efforts on what- 

ever is the weakest link in their evaluated system, whether or 
not they have any good ideas about that subtask or whether 
it is the most important thing to be working on for the long 
term. I believe we saw this in the ATIS evaluations, and 
I fear the pattern may be repeating in the broadcast news 
evaluations. 

Moreover, in the case of evaluating attempts to recover 
domain- and task-independent semantic structure, it is im- 
portant to realize that this is not the only valid approach to 
developing speech understanding technology. Another ap- 
proach is to concentrate on building tools to make domain- 
and task-specific systems easier to create. Based on the re- 
sults of the ATIS efforts and other task-specific speech un- 
derstanding systems, this seems to be a much more practi- 
cal approach for the near-to-medium term; and it would be 
a mistake to try to specify one grand, field-defining evalua- 
tion that excludes making improvements in tools for build- 
ing task-specific systems. 

Nevertheless, creating domain-independent technologies 

for speech understanding is certainly an important goal that 
should be encouraged. My recommendation then, is to take 
an “if you build it, they will come” approach. Create a se- 

mantically annotated corpus, make research funds available 

to exploit it, and let science happen. 
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