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ABSTRACT 

In this paper a IX\\ N’“-type delay acquisition/tracking appro- 

ach i:, proposed which is based on partitioning of the I’N-code 

matrix of’thc CDMA users into s&matrices which arc then used 

10 fhrm a ‘slate-space’ If’” -type linear combiner. The proposed 

IIOWI formulation and approach is robust to modclling errors 

such as over- and underestimation of the number of’ signals 

prcscnt and provides a powerful near-fhr resistant dclay- 

tracking solution in a multiuser DS-CDMA signal environment. 

I. IKTRODUCTIOIV 

It is \vcll known that the mnior problem of conventional DS- 

(IDhI. h);stcms is their performance degradation due to the 

~w~~~-/w cffcct in a multi-user environment. ‘l‘his problem is not 

just rcslrictcd to the demodulator, but also affects the 

perfiwmance of delay time acquisition and tracking for 

synchronization between the transmitter and receiver. 

Attempts to solve this problem can be seen in [I. 2. 3, 4. 5, 61 

and the references thcrcin. The most popular near-jtir resistant 

delay time estimators arc based on subspacc techniques as in 13: 

5. O]. The basic principle of’subspace techniques is to cstimatc 

tllr: signalinoisc subspacc~ normally through Eigendecom- 

position of the covariancc matrix of a received vector input. 

Assumin,g that the desired user code is kno\\n. the delay 

associated with the desired transmission can bc obtained. Since 

the performance of rhcse techniques is insensitive to signal 

power. they arc naturally immune to the near-fur problem. 

I lo\ve\~r. thcsc algorithms assume that the propagation delays 

arc lised during the observation interval (stationary 

environment). This is clearly not the case in many applications, 

particularly in mobile radio systems, where the propagation 

delay varies due to the movement of mobile stations (non- 

:;:a:io;iar;+~ X'~i3li~iXXl!). Moreover in such practical situations, 

!h.crc arr hand tn 6~ sig,nals appearing and disappearing during 

transient periods and \vcak signals which are not accounted for 

by the system. In addition. subspace methods require 

knowledge ol‘thc number of users and arc sensitive to modclling 

errors. Current dctcction methods such as AIC and MDL 171 

tcr:d to overestimate the number ot‘ users. All these 

abnormalities in the signal environment perturb the assumed 

signal model, potentially degrading the pcrformancc of the 

acquisition/tracking process. 

In this paper, a new delay Iracking algorithm based on adaptive 

IF’ estimation theory [X] and the so called “propagator” method 

191 is proposed. The “propagator” method is a linear suhspace 

method \vhich eliminates 1llC need 10 perli,rm 

IZigsndecomposition of the received signal covariance matrix. 

This is achicvcd by determining a linear operator which may bc 

used to obtain the noise subspace. I-I’“’ cstimalion techniques not 

only provide the proposed algorithm with “adapti\,ily” but also 

reduce sensitivity to modeliing errors. ‘l‘hc two techniques arc 

combined via reformulation of’thc linear operator in the form 01 

a state-space model. .4n adaptive /IX’ estimator is llicn obtained 

to estimate a state matrix which may bc used as a linear 

operator. A cost limction similar to MUSIC 13 ] is then used to 

estimate the propagation delay using the noise subspacc dcrivcd 

from the slate matrix. The combination oT these tcchniqucs not 

onI>. provides a computationall>, simple tracking solution but 

also an estimator \vhich is robust to modelling errors in the 

signal environment as shown in the simulations. 

2. MODELLING AND PROBLEM FORMULATION 

In an Af-user asynchronous DS-CDMA system with I3I’SK 

modulation. each user sends an information signal, w,(f), 01 

the form 

m,(L) = Ca,[n]cl(t -. nrl;.,) (1) 

where (a, in], VT: E ~1:) is the ith user’s data sequence o!’ f Is 

and cl(t) is the unit amplitude rectangular pulse of width ‘r;, 

shown in Figure (I). Note that in Equation (I); for. a giwn 71 

(i.c. for the 7~‘~ hit ofthc data sequence), the time t satisfies 

n7’,,q 5 t < (7lt l)T,, 

The Ch user data signal ml(:) is modll!-,tr+ hy 2 periqdi~ !‘N- 

code signal modcllcd h> 

(2) 

\\hcre {~~[k]~Yk E M} is the ilh user’s I’N-code sequence ol 

f Is and is of period Al, and c:! is a unit amplitude rectangular 

pulse of’ width 7:. (i.e. ‘r, is the chip period), shown in Figure 



( I ). I~;lCh dilt~l bit consists 01‘ one period of lhc code scqucncc. 

ol‘lc~~pth .I:, 5 % chips which implies that ,I<. = I;.,5/7;.. 
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Figure I: Rectangular Pulses c,(t) and ~(1). 

Ilsing a C1XM.A system with a ‘data privacy fcaturc’ i.e. each 

user has coincident ‘data’ and ‘PN code’ clocks (though 

transmission is still asynchronous) then the has&and IX- 

CIIMA signal of the i”’ user becomes 

.51(t) = rrt,(l)b,(l) (3) 

with 1 J denoting the “round down to integer” operator and 

where. for a given I;. the time t satisiics 

‘l‘hc Y,“’ user’s transmitted signal is then formed by multiplying 

s,(l) with a ciirricr ~cos(2~f,f. f {,). where I’, is the 

rcccived power. (, is a random carrier phase. unilinml> 

distrihutcd in [0, 2~). and jr is the carrier frequency. ‘l’hc 

received signal in an additive noise environment can be written 

where r, is the propagation delay of the 2” user rcccived signal, 

,f+-, = c2 + ‘LT/,T~. and n(t) is an additive white noise waveform 

with two-sided power spectral density iVO/2. 

I3y sampling the received signal :r(1) with an ovcrsampling 

1:clctor 9 (i.e. having a sampling period T, = ‘r,/(j) the C” sample 

can bc written as follows 

:c[c’] = (5) 

where 7, = (I,, + d,)T, and 1, and d, respectively denote integer 

and fractional multiples of T,. The additive noise sequence n[E] 

is assumed to be circular GauGtn, such ihal 

&{n[C1]n’[fz]} = T*t,,l, (6) 
s 

whcrc CC{ ) dcnotcs the expectation operator. and 6 denotes the 

delta function. Considering that n. 7 [$:I represents the z”’ 

data bit (symbol) period and rearranging the sampled received 

signal {CL(!), V6) into vector form yields 

(7) 

3. PROPOSED ADAPTIVE H”=‘DEl,AY-TRACKING 

In the previous section we have seen thal llic matrix 1% has. as 

columns. delayed versions of the PN scquonccs of the M users 

corresponding to 1~0 succcssivc dala symbols. By adapting thr 

CDMA delay estimation the dclinition of the “propagator” 

proposed for antenna arrays in 191. the matrix W[n1 may bc 

partitioned into IWO submatriccs, HI and Hz as li~llows 

K/n] = (9) 

Assuming that Wljn] has linearly indcpendenl column vectors: 

thcrc is a unique linear operator 1, such that 

L” [74!& [n] = Hz [7x] (10) 

where L[n] is a 2hl x (yh; -- 2hl) matrix. I.ct 

whcrc II,, denotes the p x p identity matrix. It can be shown that 

a”i~l~i~~l = qq,v;-2M)x2M (12) 

where OpXg denotes the p x 4 zero matrix. This means that the 

subspacc spanned by the columns of Q is orthogonal to the 

subspace spanned by the columns of‘W. 

The assumption that the first 2Af rows of W have linearly 

independent column vectors may not be true in the cast of this 

delay estimator. However. we can always find 23\1 rows that 

are linear!? independent using the method described below. 

In [I I]: a method is given [or determining the rank of a matrix 

in the presence of roundoff error, using QR factorization with 



COIUIIIII pivoting (,411 - (211’). (ii~n ;I priori kno\vlcdgc of IIIC 

rank of’ tl~c‘ matri\ (rank(lii1) -I ‘LA!). this method may bc ~hp- 

led to carry out ;I partial .411 - Ql? faclori/.ation on the ru\r’s of‘ 

JT. using only the lirst ‘LiZI steps to lind the rows which best 

l’orlll an orthogonal basis Ihr illI. This method \vas found to bc 

inscnsiti1.c to high noise I~vcls. ivorking consistently at SNl<s 

bclo\v I OtlL3. as \vcll as in the prcscnce of moving sources. 

Aiicr dclcrmining the indcpcndcnt rows and partitioning 

accordingly. the rcccivcd signal-vector x[n] can also bc 

partitioned into tw(yvectors :rl [n] and g?[7t,j as follo\vs 

Ilsing I$iation (I 0). the relationship between 

can be exprcsscd as 

It can bc shown that .~[7tj can bc described by the fbllowing 

slalc-s[xlcc: lllodel 

i 

Q$,] ur)l r [ 1 h&t; 241 
.#:,,I : #[IL]L[~L] -i- :in] 

(13 
:I.111 -t- I] : E,!n: + B (.ALl?l]) 

r,l~lj is the state matrix or the propagator at the 11”’ symbol. 

~[rt] :-- (El[rl] - L” [r,inli71j) is the unknown noise vector. IS is a 

user-delincd bound using prior knowledge of rate of change of 

Ljrtj from the Ir,“’ to the (n + I)“’ symbol and AL[n] denotes lhc 

unknown variation in the state-matrix L[n] lhat will occur 

between the 7rJ’: and the (n + 1)“’ symbol (i.e. disturbance). 

‘i‘hc H,” estimation methods can be seen as a powerful and 

robust solution to handle parameter variations; modelling 

uncertaintics and noise effccls with limited statistical 

information. Therefore. by choosing the a priori /Ia estimator 

for the slate-space model defined in Equation (I 5) the following 

result can bc dcrivcd 

Where E[n] denotes the estimate of Ii at the 7~“’ data symbol. In 

Equation (I 5) the matrix P[n] is defined as follows 

P(n] = IP [7r.] - yf’:ci [71]# [72] (17) 

where p [n] satisfies the recursive equation 

initialized with P [O] = /I,II and I!8 = 01~. The parameters 7, 11 

and [j arc user-defined and may be optimized for a particular 

environment. 

.A stable solution ofthe estimator exists as long as 

y2 < sup(p + 1/~~fj7L]Cl[7L])n::l[n + l]z:1[71. + l] 
‘71. 

(19) 

At cnch ilcration of the rccursivc liinclioii in cquation (IO). Ilic 

orthogonal trarlsfi)rm;ltion Qn] = miL7‘[7!~j I&; .>.\,I 
I 1 

I‘ 
is dctcrmi- 

iid. \\‘c ma) then LISC an!. signal subspaw ~iiclliod (e.g. 13 1) to 

ohlain he dcla~. of the desired signal. 

In the suhscqucnt simulations. all users arc assigned Gold 

scqucnces of length JV> = 15, generated hy the polynomials 

9, (x) : s4 + x + 1 and !/j(x) = xEl -i- x3 -t- x2 .t x -i- 1 ‘l‘hc 

signal is scaled so that the rcccivcd power of the desired user is 

I. The chip period ?;. is taken equal to 0.8~~~ (as in IS-M) and 

the rest of the signal parameters such as carrier phase and time 

offset are sc( to zero for simplicity. ‘l‘hc data bits arc binary 

random variables with * 1 having equal probability. As a basis 

for comparison a simple exact IZigendecomposition (ED) 

algorithm is used [ 101. 

1 Jnlcss other\visc stated. the cnvironmcnt lbr the subsequent 

simulations is as follows. The number ol‘uscrs is A/ 7 2, with 

propagation delays starting at 1 = [1X71 5.771 x ‘1; and 

changing in a nonlinear fashion over the simulation intcr\;al. 

The parameters Ibr the H” estimator are 11. - 0.9. X = 1.6 and 

p : O.i)OK I‘hc noise power is set IOr! hclo~ lhc dcsircd 

sifnal power. 

,.j-. , . .._ -- ,... , .~,.~T .., , ..‘--.-, 

- - S”hrpccMdhod 

Actlul Delay 
-. ..- . . 

,*,s. .I i - I- .._ L 1.. ..L --i 

0 20 40 60 no loo I20 I40 I60 I80 200 
Iteration (IJab Bh) 

Figure 2: Tracking Pcrformancc and Adaptation of Proposed 

Algorithm in Power Controlled Environment. 

WC Gist ink.cbtiate the tracking pcrformancc of the proposed 

nlgorithm under perfect power control, i.e. l’, =I 1, for 

r = [l 1 . . . . M]. Figure (2) shows the tracking capabilities of the 

two algorithms. The proposed algorithm performs substantially 

better than Eigendecomposition in this example. adapting to a 

change in the propagation delay in the space of a few bit 

periods. Next we examine the proposed algorithm in a near-far 

environment with the received signal power for the desired user 

set at 20dB below the interference. The performance of the two 



algorilllms in this cnvironnlcnt \vas li)und to bc idcnlical to lhcir 

pcrlim~iancc untlcr p~rfecl po\vcr control. Again. the proposed 

algorithm sllO\vs il siFnifican1 iniprovcmcnt. 
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Figure 3: ‘I‘racking I’erfbrmancc and Adaptation of Proposed 

.Al~orilhni in Ovcrcstimation l~nvironment. 
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Figure 4: Tracking Performance and Adaptation of Proposed 

Algorithm \vith Intermittent Low-Powered jntcrfcrcncc. 

WC next study the performance of the proposed algorithm when 

the numhcr of sources is ovcrcstimatcd. Two cquipowcrcd 

sources arc present, as above, but the algorithms are initialised 

tc search for three sources. ~rhe performance of the subspacc 

algorithm is substantially worse while the proposed algorithm 

shows only a slight degradation. Figure (3) illustrates the effect 

of overestimation of the number of sourccp. on the trackmg 

performance of the algorithms. 

Finally we compare performance when a third source with delay 

7:) 7 !I.04 x T,. and power 20dB below the desired signal is 

added to the environment intcrmittcntly over the simulation 

interval. ‘l‘he algorithms arc initialised to search for only two 

sources. ‘l‘hc results arc plotted in Figure (4). Again, our 

algorithm is seen to be robust to this disturbance. 

5. CONC:I>I!SIOS 

In this pnpcr; a novel I/” -type: dcluy-Iracking approach has 

been proposed, basctl on the rcforniulntion 01‘ lhc I’N-code 

matrix of’ the mim users into a stat+spncc linear combiner. 

‘fhc approach has been dcmonstratcd to track the dcla); ol‘ a 

desired user consistently better than a signal subspace-type 

algorithm over a range of signal cnvironnicnts. Simulations have 

shown it 10 perform \vcll both when Ihc number of signals 

present is ovcrcstimatcd and also \vhen an additional 

intermittent intcrfcrcnce source appears periodically through the 

simulation interval. ‘l‘hc proposed approach has been shown to 

provide a powerful neur;/~~ resistant solution to the problem of 

delay tracking in a multi-user environment: robust to an! 

modclling errors. 
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