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ABSTRACT 

Residual echo is a distorted, partially- 
canceled, and transient echo of the near-end 
speech signal returned from the remote 
network. Previous work [2] has shown that 
residual echo can be detected and reduced 
by using a nonlinear processing technique 
based on frequency coherence. In this paper 
a mathematical approach to evaluate this 
nonlinear processor and the algorithm for 
computing the probability of detection using 
the magnitude-squared coherence estimate 
are presented. 

1. INTRODUCTION 

In many voice communication networks, the 
far-end returns to the local talker a delayed 
replica of his voice transmission because of 
impedance mismatch at the remote hybrid 
(H). This delayed replica is recognized as 
echo by the local party. When received with 
considerable delay, this echo becomes 
extremely bothersome and confusing in 2- 

way voice communication. A widely 

accepted practice is for the network to 
operate devices which suppress or cancel 
echoes near the source, e.g. echo canceler 
(EC) [ l]. However, there are cases when the 
remote echo control may not be completely 
effective for removing echo. Thus, in many 

cases there are some residual echo returned 
to the local talker. A technique described in 
[2] to reduce or eliminate residual echo is to 
operate residual far-end echo control 
(RFEC) processing in the local network to 
improve the local talker’s communication 
experience. This technique uses a multiband 
nonlinear processor and a coherence 
algorithm to detect and characterize the 
residual echo. 

In general, a matched filter solution is 
preferred when the signal to be detected is of 
known form. In the residual echo case, 
however, the signals can be treated as short 
time stationary processes [3] and therefore a 
Wiener filter approach is applicable. The 
solution given by the Wiener theory shows 
that the performance of the optimal filter is 
determined by the magnitude of the 
coherence between the observed and the 
estimated signals [4]. By passing the 
observed signal through the optimal filter, an 
estimated signal with minimal error (in the 
mean square sense) can be produced. That 
is, the magnitude of coherence is unity when 
the two signals are completely linearly 
related. In other words, the magnitude of 
coherence between two arbitrary signals will 
be close or equal to unity if they are linearly 
related. On the other hand, if the two signals 
have no linear relationship the magnitude of 
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Figure 1. Network architecture utilizing residual far-end echo control (RFEC). 

coherence will be zero. As a result, by 
measuring the linear relationship between 
the speech signals from the local network 
and the remote network by means of the 
frequency coherence function, residual echo 
within the speech signal from the remote 
network can be detected. An algorithm for 
computing the probability of detection can 
be expressed by utilizing the estimate of the 
magnitude-squared coherence (MSC) and its 
probability density function [5]. 

2. COHERENCE FUNCTION 

A block diagram of the speech and residual 
echo path is shown in Figure 1. The received 
signal from the remote network is denoted 
by x(n). The speech signal from the local 
talker is y(n). The RFEC processing uses the 
two signals x(n) and y(n) to make decision 
whether x(n) contains residual echo or not. 
Both x(n) and y(n) are assumed to be wide- 
sense stationary real zero-mean processes. 
The optimal Wiener filter H,(f) for obtaining 
the estimate x0(n) from y(n) is expressed by 

Ho (9 = 
SX,(f) 

sym 
(1) 

In [ 41, the minimum mean-squared-error 
(MSE) of the optimal filter performance can 
be expressed as 

MSE = $SJf) df -r H&f) S*Jf) df 
-to -ccl 

Substitution of (1) into (2) yields 

MSE = r Sx(9 11 - Ir,,U3l’l df 
-00 

where 

(2) 

(3) 

(4) 

which is the magnitude-squared coherence 
function between x(n) and y(n). SX(f) and 
S(f) are the (auto) spectral densities and 
SXy(f) is the cross spectral density. If f,,(f) = 
0, then Ho(f) = 0. That is, x(n) and y(n) have 
no linear relationship and x0(n) cannot be 

estimated from y(n). If f,,(f) = 1, then 
minimum MSE = 0. Thus x(n) and y(n) are 
completely linearly related in the mean- 
square sense. A decision variable a which is 
used as a parameter for residual echo 
detection is defined by 

(5) 



where fiE[fi,fz] represents the i-th frequency 
in the interval in which the coherence 
function is of interest and fi=fi+i(fz-fi)/K, 

i=0,1,2,..K. By comparing a to a pre-defined 
threshold level T, the residual echo is 

present in y(n) if a 2 T, not present if a < T. 

3. ALGORITHM DESCRIPTION 

This section presents an estimation 
procedure for the magnitude-squared 
coherence and the algorithm for computing 
the probability of detection of residual echo. 
The first step of the estimation procedure is 
to obtain estimates of the spectral densities 
S,(f), S,(f), and S,,(t). The signal inputs x(n) 
and y(n) are digital, telephone bandwidth 
signals from the remote network and the 
local network. Each signal is segmented into 
data frames of equal length for frame-by- 
frame processing. Samples of each data 
frame are weighted (e.g. Hanning window) 
to achieve good sidelobe reduction. In order 
to obtain an estimate with low variance and 
good spectral resolution with efficient use of 
limited data, a segment overlapping scheme 
[5] can be used to optimize the conflicting 
requirements on the number of segments N 
and the segment length. Then the spectral 
density estimates can be obtained by 

xk(f) I2 (6) 

yk(f) 1” 

’ t Xk(f) y;(f) 

N k=l 

where &(f) and Yk(f) are the l?FT of the k- 
th windowed segment of x(n) and y(n) 
respectively. Yk*(f) denotes the complex 

conjugate of Yk(f). Then, the estimate of the 
magnitude-squared coherence is 

I Gxy (9 (2 = 
I ̂ s,,o I2 

b $yu3 
(7) 

In 161, the probability density function of 
the estimate is given as 

p6ln, y> = (n-1)(1-y? Cl-3 nm2Ww;l;fil (8) 

where F(m) is the hypergeometric function 
defined in [6] and n = N given that the 
estimate is formed from N segments. Note 
that the frequency dependency and 
subscripts are dropped for notational 
simplicity. In [7], it is shown that the 

function F(s) can be expressed by a simple 
Legendre polynomial as follows: 

F(n,n;l&l= (l-ru3” Pn-l( l++$ (9) 
1 -ru^ 

where P”(s) is the n-th degree Legendre 
polynomial and the probability density 
function becomes 

p($n 
, 

y) = tn-l)(l-YY(4”-2 p _ ( I+& ) 
nl 

4” 1-s 

(10) 

To compute the probability density function, 
a recursive procedure with the following 
formulas can be used 

& = n U-Y)(14 

P&yY) n-l (1-d 

. pn[(l+l%(l+h I 
Pn-1 [(l+fi/(1+1 

(11) 



and 

P”(X) 

Pn-l(X) n 

Pn-l(X) (12) 

Pn-2CX) 

Begin with n=2, the initial condition is 

p($n=2,y) = (1-y)2 PI(* (l3) 

(14 

and PO(X) = 1, P,(x) = x. 

As shown in (5), the decision parameter a is 
the mean value of the coherence estimates 
over K different frequencies. By convolving 
the function in (8) K times, a probability 

density distribution of a, denoted by p(a) 
can be obtained. 

p(a) = ~($3 Q PC%) B . . . B P&M) 

Then the probability of detection of residual 
echo, pdec, can be calculated by 

prf~~ = l- I L p(aja27’)da 

where T is the threshold level for residual 
echo detection. The probability of false 

alarm, pfalse7 is 

pfake = I 0’ p(a I a < T> da 

4. SUMMARY 

A mathematical expression to evaluate the 
RFEC processing has been shown by finding 
the probability of detection of residual echo 
based on the estimate of the magnitude- 
squared coherence. A recursive procedure 
using Legendre polynomial expression can 
be used for computing the probability 
values. An optimal value for the threshold 
level T can be chosen to give acceptable 
values for the probability of detection and 

the probability of false alarm. The 
performance of the RFEC processing can be 
evaluated by using these probability values. 
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