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ABSTRACT 
‘l‘hih paper introducc~ an off-line working speech recognition 
hardware system A new compound structure of neural networks 
i> proposed and fuzry logic is adopted to implement the system. 
So the system is able to perform speaker-independent real time 
speech recognition in actual environments where there are 
hra\ icr noises. 

I. INTRODUCTION 
So for as the research on neural networks is concerned, there 
h\ c hccn Illan! achwxments in theory [I]. and actual 
applications to \ arious fields. including pattern recognition and 
speech processing. are being rapidly developed [2 - 61. This 
paper is about the application of neural networks and fuzzy logic 
IO <pccch recognition It introduces a speaker-independent 
hpccch recognition s! stem for a small vocabulary. A ne\t 
compound structure of hierarchical neural networks is proposed 
and fw/y logic is empll.)\ ed in order to implement the system. A 
III&speed dlgnal sign;11 processor. ‘I‘MS32K3(~. is used as the 
nuclear dc\,icc to makr the hardware. The hardware system is 
~onlputcr-indcpciidei~t and able to perform real time speech 
Irecognition in the cast of heavier ambient noises. ‘The 
Irccopnition time to an Intcrancc is less than one second. A ficld 
test for IO Chinese diglts (O-9) to 70 persons from I8 provinces 
sho\\s that a recognition rate 01‘9 1% is reached. 
The system adopts I.P-derived cepstrum [7][8] as the speech 
li’ature paramctcrs. ‘l‘hi; paper mainly introduces how the neural 
net\rorks and the fuzz\, logic are applied to a actual task of 
qxch recognition and hw the hardware system is made. 

2. APPLICATION OF NEURAL NETWORKS 
In order to get a high- recognition rate on the condition that 
in\ ol\ cb a wide range of ambient noises and speaking styles, a 
prca~ dsal of \\ork about speech parameter choosing and data 
proc~s~~~lp ih carried out. thcsc.jobs are not narrated in this paper. 
hzs~dzs. a ne\r compound structure of hierarchical neural 
net\\orks is proposed twscd on many experiments. 
Paper 191 presents a hierarchical structure of neural networks and 
uxs it for the speech recognition of a small vocabulary of 
t:nglish \\ordb. The lirst Icvcl of the hierarchical structure 
distinpuishcs pairwise :hc words of a vocabulary. The lcvcl of 
neural nct\\orhs is called basic network The second level of the 
hIcr;IrchicaI structure performs a final judgment. The level of 
neural networks is called selection network. 
It is known that speech features are easy to confuse. However, 
this nicans of pairwisc classification is comparatively fit for 
distinguishing ciis~-to-l:oiifiisc classes owing to its some fuzzy 
properties inhcrcntl>. ‘I‘hc basic network adopts the ordinaq 
pCrq?tron 5ti-ucturc in 101. 

So far as the speech recognition of single-s! llahlc words ill 
heavier ambient noises is concerned. bccaus~ some consonani 
messages at the beginning of evq uttc‘rancc are lost. the‘ 
discrimination of speech features becomes more difficult. I:OI 
example, in the cast of heavier ambient noises and ;I \\ ide range 
of speaking styles. on the spectrum features of IO Chinese digits. 
the clustering property for the bvords of the same clas> is poor 
and the confused extent thr the \toord> 01‘ dlffcrcnr classes I> 
large. Hence. c\en if such a hierarchical structure of’ neural 
networbs is adopted. lhe results arc still n%t \erb good. lhc 
recognition rate is 86.8% when I290 templates \\ hicli do not join 
in training are testod. 
III order to raise the recognition rate. man! espcrinlents on the 
structure of the basic network are carried out. As a rc’sult. a nc\\ 
compound structure of neural net\rorks is propowl. ‘l‘h~ h;lGc 
network for the structure is composed (11‘ Ilunllxr\ 01‘ 
subnetworks. The number of the subnst\\orhs is cclml to hc 

number of the output nodes of the hnsic nct\\ork. ‘HICX 
subnetworks have common input layer. ‘l‘heir middle la! crh are 
independent of one another. l‘hc number of the hidden IW~CZ 01‘ 

these middle layers arc one and the same. Ever) suhnet\\ork hay 
a output node. All outputs of these subnct\rorks li)rm the outputs 
of the basic network. I-or the speech recognition of IO \\ords. the 
structure of the basic net\\ork is shown in Fig. I. III the ligurc. 
the input layer has 132 nodes. the middle layer of cwr! 
subnctwork has 6 hidden nodes. the structure has 45 
subnetworks in all. In fact. in order to reduce connecting 
ucights. the middle layer of ever! subnctwork has been rcduczd 
to 3 hidden nodes in the experiment. Ah a result of thih. the 
01 wall performance is not affcctcd. 

. 

-I ‘A 

Fig. I. ‘The compound structure of the basic nct\\ork 01‘ 
the hierarchical neural networks 

The structure of the selection network is the same as the original 
one After adopting such compound structure of hierarchical 
neural networks. the recognition rate to the test tcmplatcs rises 
e\ idcntly. The recognition rate to the SNIIC I290 tcmplatcs u hich 
do not join in training is 0 I .5%,. . 



3. A.PPLICA.TION OF FUZZY LOGIC 
I290 templates. which do not join in training and arc collected 
tiwi 45 persons. art: put to tests for above mentioned 
hwarchical neural net\\ orks. It is founded that quite a number of 
the mistakes occur atr ong the eas!,-to-conl‘use words divided 
unto sewral proups. In order to solve this difficulty. a tone test to 
wmc utterances is carried out. Furthermore. a set of measures on 
fu/z~ processing and synthetical judgment to the output results 
ot‘ the neural networks and the tone PSI results is taken to reach 
final decisions. 
First. the correctness of ~hc recognition resuhs of the hierarchical 
neural net\\orks is processed as 3 fiuzy concept. Suppose 
ma\mitun output \.altle of the neural net\vorks is ql. the 
corresponding word is 1~1 : the next maximum output value is q2. 
the corresponding worll is h2. Ciivcn x I= q I-q2. so xl l [0.9]. 
For ever!’ group of the confusion words. the membership 
limction of’ each f’uz;:y set in domain [0,9] is derived by 
statistical method. For esample. for the perceptron structure of 

hisrarchical neural WIV arks. the membership function ph, (xl) 
01‘ 111//! set “hl is cwrccl” 011 confusion pair 2 and 8 is just 
hn~n iI1 Fig 2. and thl: membership function of i’u~zy WI “b2 is 
wrrcct” on this conftisitm pair is 

P,h? (II) = I- 1-l*, (xl) 

C$,,(X~) 

Fig. 2. The membe-ship function if lirzz.\~ set “bI is 
con-ccl” on conlilsion pair 2 and X for the perceptron 
structure of hisrarcl iwl neural nct\corks 

Second. the membership functions of ever!’ sort of tones are 
ticrived hased on espzriments and statistical method. For 
chimplc. the membership function of the first sort of [ones is 
slm~ii ii1 Fig. 3. 
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L 1. 
Fig. 3. I‘hc mcmhc-ship function of the first sort of tones 

When words bl and b2 which rsspectivtl! correspond to 
maximum output and the next masimum output ot’ rhe neural 
networks are the confusion words in sme group. the pitch 
detection should be carried nut and the obtained rewlt togcthcr 
with the result obtained from the neural ncr~~orks is ~rsctl to 
perform a fwz) synthetical judgment. tlach mcmbrrship 
limction Fet I~USI bc differcntl>, wcightcd accordinp to the 
reliability of tone test of [he corresponding word when the fi177! 
synthetical .judgmcnt is pcrformod. The weight valw~ arc 
obtained from great numbers of experiments. 
After the fuzzy processing is adopted. although B tin!, minorit> 
of templates that has originally bcw recognized corrcctl! b! ths 
neural networks is judged \rrong ou ing to the mistake of IOI~C 
sorting. a large ma.jority 01’ templates that ;lrc jlldgcti \rrong I~! 
the neural networks owing to the confusion 01’ spectrum 
characteristics arc finally rccogni/ed correctI\, ou ing to the right 
tone detection. so the total effect is that the recognition rate of‘ 
the whole system is raised 

4. COMPUTER SIMULATION l$ESULTS 
OF THE RECOGNITION SYSTEM 

4. I Template Set 
1 X59 speech templates of digits O-9 have been collcctetl l’ro~n 45 
speakers (23 males and 22 females). These persons arc from IX 
provinces. Their age is from IX to 50. l‘hcsc templates \\<re 
collected at diffcrcnt times. the longest intsr\al \\as t\vo !car~. 
There oflcn were hcavicr noises and interii’rcnce \ oices in Ilit’ 
places where the tomplates wre collected. 
4.2 Training Cases of the Neural Networks 
The training of the neural networks employs the el-rw 
backpropagation algorithm [ 101 [I I]. Thcrc arc MO training 
templates from 14 ~nalcs and I4 females. These +akers arc 
from I4 provinces. There are two templatss Ibr e\cr! digil of‘ 
every speaker. When the basic network adopts the compound 
structure. the 45 subnetworks are trained indcpcndentl! 01‘ OIK 
another. The perceptron structure and ever\ suhnet\rork of the 
compound structure converge thr all 560 training templatc5. 
~vhich means that all the 560 templates can hc rccog.ni~cd 
corrcclly. 
4.3 Test Results of the Neural NetwoPks 
There arc 1299 lest templates \\hich do not y)in iii training. 
Among them 7 IO templates belong IO the spcahers u ho take part 
in training and 5X9 templates belong to 17 spcakcrs \i ho do not 
take part in training. Thcsc: templates are put IO tests Ihr IIK 
pcrcuptron structure and the compound structure. The results liw 
the perceptron structure are shun in Table I. L’or [he co~npotmd 
slruclure. in the cases of lhc test lcniplates of the persons tahing 
part in training. the templates of the persons I$ ho do not ~ahc par-i 
in training and the meanness. the recognition rates arc’ ‘)~.X”,I. 
89.8% and 9I .50/O. rcspcctivcly. 
III ‘l‘;hlc I. ro\v c’ indicates the numbers of the tcmplatcs that ~I-C 
wrong rccognizcd as the cask-to-conlii~ioii words and the 
corresponding next maximum output words arc the ones n Ilid1 
are correcl or in the same group. namely the numbers 01‘ lhe 
templates that arc wrong recognized by the neural net\< arks but 
can hc further distingtiihhcd by the IOIIC deteclion RO\! I) 
indicates the rate of these confused templates among tllc n rang 



rccognl/rd remplates. Kwr E indicates the recognition rate in 
cxh condition. for each column it is E = (A - IS) i A. 
1.4 Kesults of the Fuzzy Synthetical Judgment 
l:or lhc templates \\ hiw outputs b I and t-12 from the neural 
uct\\c)rks arc the confusion \rords in wine group. the pilch 
dctcction should follw up. and the I’ULL~ processing and 
S! nthctical .judgnient are carried WI finally. IJnder these 
conditions the summary test results arc shown in Table 2 and 
I‘ablc 3 li)r the psrceptl on structure ancl the compound structure, 
rcyxcli\ c‘l!. I:or each ~olunin in the two tables. the calculating 
li)l-nlula 01‘ the rccognilion rate is C’ = (A - 13) : A. 

5. DEVELOPMENT OF A COMPUTER- 
INDEPENDENT HARDWARE SYSTEM 

!\ qxech rwynition systsni that is ahlc lo have actual 
applicationa should hs capable of off-line \+orking and of 
pcrli)l-nlinp real time y~cch recognition in heavier ambient 
nois~‘s Such a hard\rarc equipment which adopts above- 

mentioned conqxnmcl structure of hierarchical nc’ul-al nst\\orhb 
and fuzz> logic ha> been dcvcloped. Its block di;l~r;lm is JIOI\ II 
in I-ip. 3. 

Fig. 4. The block diagran~ of the computcl-- 
indcpcndent hardware system 

Table I. The test results for the pcrccptron structure of hierarchical neural networks 

the test tcmplatcs 01 the wmplates ofthc 
Ihc persons takingpart persons who do not IllCall CIiSCI 

in training take par1 in tralnlng 

710 589 I299 

79 92 I71 

Ihr numhcr of 
46 47 93 

58.2% 5 I I % 54.39’” 
. 

88.9% 84.4% 8 6 .8 % 

Table 2. The test rswlts after adopting fuzzy logic for the perccptron structure of hierarchical neural networks 

ihe iesl lemplatcs of IhC tclllplaws ofthc 

colll~lll~ Ihe persons takmg part persons who do 1101 Illcan cases 

111 traming take part in training 

710 589 1299 

;nll.\t.liies 42 59 I01 

rccoellltlon ralr 94.1% 90.0% 92.2% 

Table 3. ‘l‘hc test results aft& adopting fuz/.!, logic for the compound structure of hierarchical neural net\rorks 

the test tcmplules ofthc the tenlplatrs ofrhr 

cotltctlts persons taking part in persons \t ho Jo no1 lllC311 CilSCS 

training take part in tralnlng 

710 589 I”99 

111 I~lakes 
33 47 80 

95.4% 92.0% 93.80/b 

. 



‘I hc hard\\ al-c Q stem is composed ol‘thrcc sections. that is input 
circuits. outpul circuils. ‘I‘MS32OC30 and its storage circuits. 
l‘MS32OC‘30 is a high-spcccd digital signal processor. It can 
perlinm tloating point operations. Abovc-mentioned speech 
rccognilion s\ stem first runs under the dewloping system of 
‘I’~lS32Oc‘30 with its assembly language program. The 
rc’co!nition results to ~lbo~c-incntioilcd 1299 test templates arc 
111~ vcr!’ same as that h> high-le\,el language program. Then. the 
‘l‘MS320(‘30 sq’h~ern ic separated from the computer and rules 
indcpcndentl!. The requisite storage capacity is about 23k 
\\ords. 3k \rords of which arc program words and 2Ok or so are 
various data. including the weight values of the neural networks. 
On 111~ input section. the speech signal is input from a 
microphone. lhcn ampli tied. liltered b! a lowpass liltcr. sampled 
and IlCld. and .A/I) transformed. After passing a buffer. the 
obtililled hinar\ numhcrs go into the storage arca of 
ThlS32OC30. l&n. the ‘I‘MS320C30 runs according to the 
computing program. ‘l‘hc recognition result passes a output 
huffcr and IS shown h\ a Nixie light circuit linally. The 
rccoyiiitioii time to an ullcrance is less than one second. 
I hc ~oiiiptlt~r-iiidcpcn~iclil speech recognition system is pul to a 
noir;! licld Icst. ‘l‘he test result for Chinese digits O-9 to 70 
persons rrom I8 provinces shows that a rccogni(ion rate of 91% 
i\ rcachcd. 

6. DISCUSSION AND CONCLUSION 
I’llC Cc~mpoulld structure of hierarchical neural networks 
prc~po~cti in thi5 papct. is superior lo the original perceptron 
\II-uc‘turc in pcriiwmans~. For WC thing. it is ahout the training 01 
ncuriil nCt\rorhs. On the condition of pairwise classilication. the 
similar or dit’t’erent degree of spectrum characteristics of two 
\\orils in cvcr) pair is \ cry distinct for a pair from another. 
‘l‘mincd as ii v.holc. 21 multi-layer prrwptmn converges only il‘all 
output errors are lo\\er than a dctcrmincd threshold. Because of 
wxious crossed ell’tcts hctwccn the outpuls and the weights. the 
mlilti-layer pwcptron is very dillicult to converge. tlowever. so 
lilr as the compound struclurc is concerned. because its each 
suhnctwork is trained indcpcndentl!, of one another. and ever) 
suhnctwork has only one output node. the structure is 
comparati\+ easy to convcrgc. In fact. in the case of the same 
training tcmplatc set and the same error threshold. the total 
Iramlny time for 45 subnctwrks pf the compound structure is 
fill much less than the training time for the perceptron structure. 
For another thing. it is known by comparing I‘ablc I with Table 
2 that. as the compound structure is used. the mean recognition 
rate is 1.7% higher thw the pcrccptron structure: and for the 
t~mplatcs ol’ lhc pcrsolls who do not take part in training . the 
mcrcmcnt ol‘thc recognition rate is 5.1(/o. it is more than the one 
(3 O”0) liw lhc test templates of the persons taking part in 
training. ‘l‘hese results iho\v that both the discrimination ability 
and the pencralixtl ahilit? of the compound structure arc prior to 
the perceptron struc1urc. 
I‘he number of the connecting \\.:ightS of the compound 
htrucwe. ol‘coursc. is :Arcater. and the quantity of calculation is 
also Iarpcr. ‘l‘hcsc meal) that memory capacity needs increasing 
and calculati\ c time is prohahlq’ longer. But at present under the 
condition that high-spxd computers and microprocessors arc 
popular. it is no maltcr \\ ilh the two effects. In facl. on the 
ciilculiltiw time. when the speech rccopnition system is 

implemented with a high-speed digital signal processor. the 
difference of recognition time between the t\vo structurc5 is non 
dctectrd at all. Actually. the compound structure of hicrarchic~tl 
neural networks embodies hetter sonic advantages of neural 
networks. such as larger-scale parallel processing ahilit! and 
fault freedom. 
Moreover. the speech recognition system adopts Iii/~! lop~c. $0 
the recognition rate is l’urthcr raised. It is kno\\ II h! comparing 
Table I with Table 4 that. it’ both the com~wnd structure ot’ 
hierarchical neural networks and lilzq logic arc Aopted. ths 
recognition ralc \\ill increase by 7% compared 1~ ith the original 
pcrccptron structure of hierarchic neural networks. 
The hardware system implemented by the compound structure’ 01’ 
hierarchical neural networks and the liw! logic ;ligorithm i> 
able to separate itself liom the computer and to pcrtiwm spcahrr- 
indcpcndcnt real time speech recognition in hew icr amtwnt 
noises 
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