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ABSTRACT 

In this paper, we analyze the diversity of information as 
provided by several modeling approaches for speaker ver- 
ification. This information is used to facilitate the fusion 
of the individual results into an overall result that provides 
advantages in accuracy over the individual models. The 
modeling methods that are evaluated consist of the neu- 
ral tree network (NTN), Gaussian mixture model (GMM), 
hidden Markov model (HMM), and dynamic time warping 
(DTW). With the exception of DTW, all methods utilize 
c&word-based approaches. The phrase-level scores for each 
modeling approach are used for combination. Several data 
fusion methods are evaluated for combining the model re- 
sults, including the linear and log opinion pool approaches 
along with voting. The results of the above analysis have 
been integrated into a system that has been tested with 
several databases collected within landline and cellular en- 
vironments. We have found the linear and log opinion pool 
methods to consistently reduce the error rate from that ob- 
tained when the models are used individually. 

1. INTRODUCTION 

Speaker verification consists of determining whether or not 
a voice sample provides suflicient match to a claimed iden- 
tity. Speaker verification is a problem within the field of 
pattern recognition where it is desired to distinguish the 
identity of a person from that of other persons based on a 
voice sample. Speaker verification systems are either text- 
dependent or text-independent. Text-dependent systems 
require that the same password be used for both training 
and testing, whereas text-independent systems do not con- 
strain the speech used for testing to be the same as that 
used for training. This paper provides analysis for text- 
dependent speaker verification. 

Text-dependent speaker verification systems typically use 
modeling approaches that incorporate temporal informa- 
tion within the model. Traditional modeling approaches to 
text-dependent speaker verification include hidden Markov 
models (HMMs) [l, 2, 31 and dynamic time warping 
(DTW) [4] techniques. Neural network approaches, includ- 
ing whole-word neural tree networks (NTNs) [5] and sub- 
word NTNs [6] have also been evaluated for text-dependent 
speaker verification. 

In this paper, we analyze the diversity of information 
provided by several popular modeling approaches for text- 
dependent speaker verification. Four modeling approaches 
are considered for score combination, namely the neural tree 
network (NTN), Gaussian mixture model (GMM), hidden 
Markov model (HMM), and dynamic time warping (DTW). 

Several data fusion methods are evaluated for combining the 
scores of the four models. These consist of the linear and 
log opinion pool methods along with voting. 

This paper is organized as follows. The following section 
provides a description of the modeling approaches that we 
consider in this study. Then several methods for combin- 
ing the outputs of the different modeling approaches are 
provided. This is followed by a description of the imple- 
mentation details that are specific to our system. The ex- 
perimental results for several text-dependent tasks are then 
provided. The databases used for these experiments are 
collected within both landline and cellular environments. 
A summary of the results is then given. 

2. SPEAKER VERIFICATION MODELING 

The models that are evaluated in thii paper consist of 
the neural tree network (NTN), Gaussian mixture model 
(GMM), hidden Markov model @MM), and dynamic time 
warping (DTW). These models have all been used in isol* 
tion for speaker verification. The GMM and HMM are both 
based on parametric representations of the feature space 
occupied by the speaker. The main difference here is that 
the HMM incorporates transitional information whereas the 
GMM does not. The DTW method is based on a distortion 
measure that is computed between a template representing 
an average of the enrollment utterances and a given test ut- 
terance. The NTN provides a discriminative-based speaker 
score that is based on a meramre which incorporates infor- 
mation from other speakers. These modeling approaches 
are discussed below in more detail. 

2.1. Neural Tree Network 

The NTN [y] is a hierarchical classifier that uses a tree archi- 
tecture to implement a sequential linear decision strategy. 
Specifically, the training data for a NTN consists of data 
from a target speaker, labeled as one, along with data from 
other speakers that are labeled as zero. The NTN will then 
learn to distinguish regions of feature space that belong to 
the target speaker from those that are more likely to belong 
to an impostor. These regions of feature space will corre- 
spond to leaves in the NTN that contain probabilities of the 
target speaker having generated data that falls within that 
region of feature space [8]. 

For sub-word NTN implementations, there is a NTN 
trained for each segment of data. The segmented data can 
be obtained by first evaluating the utterance with a hidden 
Markov model (HMM). The data for each segment is then 
evaluated with the corresponding NTN and the leaf proba- 

- biities for all observations are averaged across the phrase. 
The NTN has been evaluated for text-independent 

speaker verification [8], whole-word based, text-dependent 



speaker verification [5], and eubword based, text-dependent 
speaker verification [9,6]. Data fusion methods were consid- 
ered for whole-word NTN models with dynamic time warp 
ing [5, lo]. 

2.2. Gaussian Mixture Model 

The Gaussian mixture model (GMM) has been evaluated 
for numerous tasks within speaker recognition [ll, 121. Es- 
sentially, a region of feature space for a target speaker is 
represented by a multivariate Gaussian distribution. The 
test vectors for an unknown speaker can then be evaluated 
with the distribution of the target speaker to determine the 
score. The score for the GMM as used in this paper is 
computed as 

where /L and C are the mean vector and diagonal covariance 
matrix, respectively, for the current segment. The expres- 
sion in equation(l) is similar to a multivariate Gaussian 
distributi:n. However, we have removed the normalization 
term 
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2.3. Hidden Markov Model 

The continuous hidden Markov model (HMM) considers 
state transition information in addition to the mixtures that 
are mode-led by the GMM. The HMM has been evaluated 
for speaker verification using both whole-word [2] and sub 
word [3] models. The HMM has also been found to perform 
favorably to DTW [1] for certain speaker verification appli- 
cations. The HMM is currently one of the most popular 
modeling approaches for text-dependent speaker verifica- 
tion systems. 

2.4. Dynamic Time Warping 

* The DTW algorithm is a distortion-based approach for time 
digning the dynamics of two waveforms. For speaker ver- 
ification, a reference template can be generated from sev- 
eral utterances of the password [4]. Then during testing, a 
decision can be made to accept or reject the claimed iden- 
tity based on whether or not the distortion measured to the 
training template falls below a predetermined threshold. To 
allow for subsequent fusion with other speaker models, the 
DTW distortions must be converted to a compatible scale, 
i.e., from zero to one. We accomplish this by simply raising 
the scaled negative distortion to an exponential. 

3. DATA FUSION 

In this paper, we evaluate several methods for combining 
the output scores from the NTN, GMM, HMM, and DTW 
models. These consist of the linear opinion pool, log opinion 
pool, and voting. These methods are now described in more 
detail. 

The linear opinion pool method computes the final score 
as a weighted sum of the outputs for each model: 

where PIi”.,, is the probability of the combined system, . 
oi are weights, pi(z) is the probability output by the ilh 
model, and n is the number of models. 

Table 1. Specifications for the databases 

Another approach for combining data is the log opinion 
pool. The log opinion pool consists of a weighted product 
of the classifier outputs: 

(3) 
i=l 

The linear and log opinion pool methods are both simple 
approaches for combining the outputs of different modeling 
approaches. Though the performance from both techniques 
tends to be comparable, it has been noted that the out- 
put distribution for the log opinion pool method must be 
unimodal whereas this is not necessarily the case for the 
linear opinion pool method [13]. This can lead to a simpler 
decision strategy for the log opinion pool method. 

Voting [14] is also evaluated here to combine the output 
decisions of the different models. The output of the vote 
is a score between zero and four where four refers to the 
case in which the score exceeds the threshold for all mod- 
els. The final model decision is based on how many votes 
an utterance receive-s. The success of the voting method re- 
lies heavily on the selection of threshold for the individual 
models. 

4. EXPERIMENTAL RESULTS 

The modeling approaches and data fusion methods are eval- 
uated with three toll quality speech corpora that were col- 
lected in house. The first database is known as the “full 
name” database. The full name database consists of 10 en- 
rolled male target speakers and 80 development speakers. 
Each enrolled speaker has three enrollment utterances of 
their full name. The imposter attempts are obtained from 
the remaining nine speakers and all use the correct pass- 
word. The second database is known as the “open sesame” 
database. This database consists of 56 enrolled speakers 
and 47 development speakers. Each speaker enrolled with 
the phrase “open sesame”, hence, this scenario reflects a 
fixed-text situation. The third database is known as the 
“cellular” database. This database is also a tied-text ap 
plication that uses the password “Al Capone” for all speak- 
ers. This database was collected using cellular phones and 
consists of 26 enrolled speakers and and 15 development 
speakers. The aspects of each database are summarized in 
Table 1. The develop speakers column in Table 1 refer to 
the development set that is used to train a NTN. To avoid 
bias in the results, the development speakers are not used as 
imposters during the actual testing. The evaluation speak- 
ers are used to measure the actual system performance. 

For the full name database, an analysis is performed to 
determine the correlation between errors for the respective 
models. In order to evaluate the models with the same per- 
formance criteria, we set the thresholds for each model to 
have zero percent false reject. Hence, all errors are false ac- 
cept errors. The error correlation between models is shown 
in Table 2. 
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Figure I. Data fusion results for HMM 
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Figure 2. Data fusion results for GMM 

The diagonal entries in Table 2 correspond to the false 
accept error of the model for the case of zero fake rejects. 
In order for data fusion to be successful, models should be 
selected for combination that have a minimal correlation 
between errors. For example, if two models are to both 
make an error on the same observation then no combina- 
tion of their scores will rectify the result. With this in mind, 
one would then expect the best HMM performance to ob- 
tained by combining the HMM with DTW and the worst 
performance by combining the HMM with the GMM. This 
is indeed the case as is illustrated in Figure 1 where the 
linear opinion pool is used for combining the data. 

The same evaluation is provided for the GMM, NTN, and 

Table 2. Error correlation between models 
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Figure 3. Data fusion results for NTN 
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Figure 4. Data fusion results for DTW 

DTW models as shown in Figures 2 through 4, respectively. 
In virtually all of the cases it is shown that the best and 
worst model pairs can be determined by the correlation be- 
tween errors. 

The best equal error rates that are obtainable using the 
linear opinion pool approach are listed in Table 3. From 
Table 3 it can be seen that the two best performing mod- 
els for this database are the DTW and NTN approaches. 
However, the best performance for model pair is obtained 
by combining the HMM with DTW. This result is consis- 
tent with the information provided in Table 2 where it can 
be seen that the errors between the HMM and DTW are 
less correlated than those between the NTN and DTW. 

Table 3. Best equal error rates between models 
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Table 4. EER perfo- ce for fusion methods 

The results of the individual models in addition to those 
obtained from the linear opinion pool, log opinion pool, and 
voting methods for combining all four models are shown 
in Table 4. The weights for the linear and log opinion 
pool methods are based on Fisher discriminant analysis [15] 
where the inter and intra scatter matrices are computed 
from the pooled speaker and imposter data. By comparing 
the results for the full name database in Tables 4 and 3, 
it can be seen that the results in Table 4 are not optimal. 
This is due to the pooled scatter matrices being used as 
opposed to computing this information wparately for each 
individual speaker. In Table 4, the linear and log opinion 
pool methods generally yield better performance than that 
obtained from the models used individually. This perfor- 
mance can be improved by adjusting the model weights on 
a speaker by speaker basis as opposed to using the same 
weights across alI speakers. The voting method did not 
perform as well due to the sensitivity of threshold selection 
for the individud models. 

5. CONCLUSION 

Data fusion methods are evaluated for sub-word, text- 
dependent speaker verification. The different modeling ap- 
proaches that are evaluated in this study include the hidden 
Markov model (HMM), Gaussian mixture model (GM&I), 
neural tree network (NTN), and dynamic time warping 
(DTW). An analysis of the correlation between errors for 
these four modeling approaches is provided. The analysis 
shows that the best performance after combination is that 
obtained by combining the models with the least correla- 
tion between errors as opposed to combining the models 
that have the best performance. Data fusion methods are 
then evaluated for combining the results of all models. The 
data fusion methods include the linear opinion pool, log 
opinion pool, and voting. These methods are evaluated for 
several databases that include data collected within both 
cellular and landline environments. The linear and log opin- 
ion pool methods performed the best overall when evaluated 
for these tasks. 
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