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ABSTRACT

Recent trends like increasing operating frequencies, larger die
sizes and demand for greater portability make power reduction
a hard taskmaster. 11 is acknowiedged that the greatest returns
come from optimizations at the architectural and technology
level.  In this paper. we present. for the first time, residue
architectures that reduce power by more than 70% without
changes in technology.  This reduction is achieved without
sacrificing performance and with minimal sacrilice in area (less
than 60%). I'he key to such Tow power solutions is trading-oft
the speed gained by parallelism for fower power.  Existing
proposals  that achieve similar trade-olfs demand an arca
increase of more than a tactor ol two and also increase control
complexity. Other benefits of using residue arithmetic for fow
power is the significant reduction in peak current and increased
design localit, The role of the number of computations per
forward (or reverse) conversion in determining the power
characteristics of the svstem are also analyzed and explained.
The cltectiveness of the methodology is illustrated using a
svstem that extracts a 236-point FI7T of the input signal.

1. INTRODUCTION

Concerns Tor Jow power and low voltage have traditionally
taken a backseat 1o those of high performance and low die size.
This is changing fast. mainly due 1o increasing frequency.
increasing number ol devices per chip and the demand for
portability.

Most current research on fow power system stresses the need
for action at all levels of hierarchy . starting from architectural
and down to technology 1. 3. 9], It is also accepted that
greatest improvements can be made at the highest ic.
architectural and algorithmic level (and lor power. also at the
lowest i.e. technology specific level) 1,101,

Betore we move on o discuss the previous proposals for
architectural reduction of power. we present a quick review of
residue number svstems and residue arithmetic.,

1.1 Overview of Residue Arithmetic (RA)

The Residue Number System (RNS) is a “carry-free” non-
weighted  number  syvstem  that  exploits  parallelism by
representing numbers as sets of remainders. [3.7.12].

I'he base of RNS is a set {my. m2. . m,,:. where cach
member of the set is called a modulus and the set elements are

pair-wise relatively  prime. For any given moduli seto the
residue representation of an integer Vs a p-tuple. tv, v

*p). where [x;! are least positive residues of .V modulo m,.and
arc defined by

- . 1.2
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Beginning with zero. all numbers up 1o and excluding M given
by.

()
M= [lm,
i=1
may be unambiguously encoded in RNS. Fhis is often calle
the dynamic range of the given system.

The advantage of residue arithmetic is  that arithmetic
operations ot addition. subtraction and multiplication can he
performed lor each residue independent of all other residues.
The individual arithmetic operations can thus he done in
parallel and the resulting speedup is close to the number off
moduli.

This tremendous speedup rarely translates to system speed-up
due to the need to convert weighted binary numbers into and
out of the residue domain.  These forward and reverse
converters have to be carctully crafied 1o retain the advantages
of parallel arithmetic.

1.2. Low Power Architectural Techniques

The key to power reduction using super-scalarity is the
realization. that in VL.SI CMOS. speed can be traded ot for
power by reducing the operating power-supply voltage. 1o
maintain the original performance. some technique must he
emploved to reduce delay.  Broderson et al’s work first
demonstrated how super-scalar implementations could frade
arca for power [6]. The signilicance of this proposal was that it
highlighted the enormous potential o reduce power without
any changes to existing techuology. On the other hand. it was
impractical to achicve as presented. mainly because --

e [t calls for an arca increase of more than twice. which s
usually unacceptable o system architects.

e  The increase in control complexity and the resulting arca
and power increase were not taken into account.

e The issue of multiple voltages and their elfect on the
system was not considered.



o In deep submicron designs. an arca doubling might have
adverse effects on the interconnect that could potentially
neeate the power advantage.

2. LOW POWER THROUGH RESIDUE
ARITHMETIC

Since architectural technigues rely on some kind of parallelism
to reduce power. it is quite natural to mvestigate low power
residue arithmetic architectures.  In other words. the speed
advantage ol residue arithmetic can be traded for a significant
power advantage. Note that there are fundamental differences
in the kinds of paralielism that Broderson ct. al. propose and
what we propose through the use of RA --

. Ihere is no duplication of hardware resources. The same
resource i being made faster,  Henee the operating
frequency is nor reduced. Testas s /.

e The speed gain is roughly proportional to the number of
moduli i.e. 5. lence. it the old datapath delay is taken to
be 7 ns. the new delay is @2y ns. Power savings are realized
by reducing T'gq so that the delay is ¢ ns again.  In
Broderson’s scheme. reducing delay by s times requires an
& times increase inarea. As we see later. our scheme
roughly requires a 34% increase in arca.

. In RA-based low-power architectures. the increase in arca
and henee capacitance comes about due to --

I, Use ol forward and reverse converters,

2. Lt logic tor modulo correction.

Unlike Broderson's proposal. the arca does not increase
tinearhy  with speed-up. For sufliciently large RA
implementations. the increase in converter arca or delay
with v is negligible [ 11].

o Unbike  super-scalar  based  implementations.  power
reduction through RA-based architectures is a strong ratio
ol computation ta conversion (that is to say, the number
of computations performed per invocation of the torward
and reverse conversion).  We formally  address  the
problem of determining optimal ratios in a latter section.

e U'se of residue datapaths has powerful implications for
deep sub-micron (DSM) design. For one. it allows
acceptable performance at low voltages,  Secondly. the
peak currents drawn in residue architectures are at-least 3-
6 times lower than those in conventional architectures.
Thirdlv. spliting 2 monolithic datapath into  channels
increases locality == an architectural feature coveted in
DSM.

We now explore the low-power aspect of residue systems in

detail. The main issues that must be considered are --

L. The speed. power and  arca  tradeoffs in modular
aperations.

2. The area. performance and power penalties ol the forward

and reverse converter.

3. The power savings  obtained by increasing  the
computations per conversion ratio.

The residue technique s chiclly applicable in o arithimetic
circuits where the adder is unarguably the work-horse. THenee
we use a 32-bit adder to illustrate the low power methodology.
We assume that a normal 32-bit Carry Propagate Adder is used
in the conventional system. A simple three moduli set (2111,
20 21—y with corresponding modular adders Tor the three
parallel channels is chosen for a residue implementation. Al
data provided below have been obtained through Fimemill and
Powermill simulations ot back-annotated SPICE netlists. A
0450, Vyggmominah) = 3.3V process is emplosed. Al
measurements are at 298 K.

2.1. Reducing power in the RA datapath

SPICE simulations ol the conventional and residue datapaths
vielded the following results --

Predicted Delay Measured Delay( o 3.3V,

208 K

32-bit adder RRNTEN 28.67 s

Mod 2™ adder T R 0s

Mod 277+1 121, HO 77 s
adder LeorrecTion I

Mod 271 [Ty~ 083 s
adder LeORRECTIONT W

Table I : Datapath operator delavs at nominal 1

All adders are driven by and are driving similar adders 1o
correctly simulate a farge system. The  correspondance
between the predicied and measured laues is close. Also. of
the three parallel channels. the mod 2%+1 channel is the
slowest.  Hence. the speedup obtained by the use of residue
arithmetic is 2.66 (=28.67:10.77).

Next Vg was decereased such that the critical path delay o the
residue implementation matched the conventional one. Fo tind
such a Vjg. we swept the latter around a rough prediction we
obtained using the following relation which is accurate Tor
most sub- o deep-sub-micron technologies --

Delay o 110V gg-Vy).

Operating Vdd Delay (loaded with a mod 2"-1

adder)
1.2 4328
1.3 A71S
1.4 A2R4
.5 20 8%
1.55 28.65
1.6 2755
1.7 2595

Table 2: Delay for a mod-21-1 adder over a range of suppiv
voltuges
This scaling o V. contributes to o power reduction tactor of
roughly (3.3:1.55)2 ic. 43320 The operating  [reguency
remains the same since both data-paths (conventional and



residue) have the same delays.  The other effect to be
considered is the capacitance difference between the normal
and residue implementations. Residue implementations incur
an additional capacitance due to the mod-correction circuitry
that must Tollow ordinary residue addition.

Measured Vi (V) Measured Delay
Av. Current Av. Power (ns)
(i) (1W)

32-bit adder 16,02 33 36.030 28.67

Nod 2 adder 0923 135 1.434 20.8

Mod 271 347 1,33 5379 28.63
adder

Mod 271 2069 1.53 3206 225
adder

Tahle 3: Decrease in duta-path power due to low 1'pp
Tabulated above is the power consumption ol the various
adders at a frequeney of 1 Mhz for worst-case (Imaximum)
switching.

Power reduction tactor (PRE)

Comventional adder powers Total RA datapath power
= 36.036:10.019  3.396
Note that for the datapath alone. we have achieved a 72%
reduction in power at the expense of some arca as we see
above.
2.2 Performance/area penalties in RA datapath
Firstly. note that. by construction. there are no performance
penaltics when we reduce Vg, The table below gives the
increase in arca when we change Irom a conventional 10 a RA
datapath --

Predicted Arca Measured Area

(o s mme)

32-bit adder 32 Apy 21179
Reverse 79 Apa P A 96RO
Converter
Mod 271 23 A~ 3054
forward conv. ACORRECTION Ay
Mad 2™ EKIAVINE 26,738

torward conv. ACoRRECION T Ay

Table 3: Area of forvward and reverse converters

Note that no circuitry is needed to forward convert a number
mod 21, We see trom the table that the arca cost due o
conversion is usually insignificant for large signal processing
systems.  In conclusion. the arca overheads mainly come from
the residue datapath.

The other penalty is the comversion time penalty. Some
statistics on this follow in the table below --

Predicted Area Measured Arca
(I()": $¢. mm.)
A2-bit adder 32 Apy 31179
Mod 27 adder 1T Aya 9.949
Mod 27+ 12 Apy - 20.206
adder ACORRECTIONT Aaniny
Mod 2 -1 Pty - 18.12
adder Acorrrcnont Aviy

Tahic 4: Area of residue and conventional data-paths

Adding the arca for the three mod adders and comparing it to
that of the 32-bit adder. we sec that a residue datapath will be
54.8%a costlier in terms of real estate.

2.3 Performance/area penalties in converters

A particularly thomy issue in RA based designs is the cost of

forward and reverse conversion (2.48.12]. “These converters.
especially the reverse converter. are considered both “large™
and “slow”™ The table below provides some area statistics of a
32-bit reverse converter for the 2111 21 2114y get -

Predicted Delay Measured Delas

(ns}

32-bit adder 321y, 28.67

Reverse 13t 3 oy 3 e IS

Converter

Mod 27 -1 12t:4 + W orrecmion 138
forward cony.

Mod 271 [Ttey * torrecTion 101
torward cony.

Table 6: Delav of forvward and reverse converiers

The forward conversion rate ol 72.53 Mconsversions: s is usualhy
sufficient tor most applications today. The reverse converter
used here is extremely fast and can deliver nearly 90 Mceony s
From a signal processing perspective. this rate is quite high
when compared 10 the tyvpical data bandwidth.  Hlenee the
reverse converter presented here is not on the critical path.

2.4 Peak current

The table below illustrates how  residue implementations
signiticantly lower the peak current consumption -~

Peak Current
(maA)
32-bit adder 14.84
Mod 2 adder 0.77
Mod 2°"+ | adder 257
Mod 27'-1 adder 1.63

Table ~: Peak current of various data-paths
With the advent of  deep  submicron  and intensificd
electromigration phenomenon. the decrease ol peak current is a
marked advantage.



2.5 Viable computation/conversion ratios

An important characteristic of residue based implementations is
the number of computations per forward conversion - gp and

PO eV Crse CONVErsion ¢y,

Consider a N 236-point I'IFF implementation. Here. we need
ANlogaN real multiplications and 2NlogpN real  additions.
Clearhy,

gp # ONlogaNN - 6logaN = 6(8) 48,

Similarly. gy also comes out to be 48 The g-ratios strongly

influence the  power  characteristics of a residue
implementation, ‘This i< formaltly expressed thus -
Poriginal = Ne-Pdata-path /compute
where Ne o number ol computation units
Pdata-path  PowerMIz o the original data-path.
feompuie  Operating frequency .
For low power residue sy stems as deseribed above.
Prew = VePresidue-path-/compute NePreonv/reony™
Nipreonv-ficom
where Ny number of reverse converters
Ny number of forward converters
Presiduc-patli™ Power Mz of the residue data-path.
Preons - Dicony = Converter powers in W/MHz.
Treonv-icomy  Operating frequencey ol converters.
Hencee. the power-gain.
Poain = - 1Pnew Porig|
= 1= [P gyintresiduc-pathif - [Fg [INgNelIPreonyPdata-
pathl - 1T g1l INtNellPfeony ‘Pdata-pathl
For the case of the 236-point FFT
Poain 1 -0.28 - [LgelINeNI116] - [Lgg] [NENC[0.48].
F- 028 - (LA 48] L16] - [ 1:48]11/48][0.48]
1 -0.28 - 0.00069 - 0.000208
07191

Note that such gains were only possible due to the pre-
dominance of the residue datapath. Residue based applications
with poor g and grmay in Tact end up using more power than
conventional architectures.

3. SUMMARY

In this paper. a4 new methodology tor residue arithmetic-based
low power design has been developed.  Using the parallel
propertics ol residue arithmetic. power savings of over 72%
have been shown tor a mere 54% increase in data-path area.
Uinlike  previously  proposed  super-scalar — schemes.  no
moditications are needed in the scheduling strategy. Using

residue arithmetic. locality is significantly enhanced while peak
currents drop substantially. Both these are important virtues in
deep-submicron.  We have also analysed and presented the
viable design space of low-power residue architectures by
employing the coneept of computations per conversion rtios,
[t is clear that the low power residue architectures are well
suited o signal processing applications like the FITTL which
possess high computation:conyersion ratios.
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