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ABSTRACT 

The most popular set of parameters used in recognition sys- 

tems is the me1 frequency cepstral cocfficicnts. While giving 

generally good results, it remains that the filtering process, 

as used in the evaluation of these parameters, reduces the 

signal resolution in the frequency domain, which can have 

some impact in discriminating between phonemes. This 

paper presents a new parameterization approach that pre- 

serves most of the characteristics of me1 frequency cepstral 

cofficicnts while maintaining the initial frequency resolution 

obtained from the fast Fourier transform. It is shown, by 

the results obtained, that this technique can significantly 

increase the performance of a recognition system. 

1. INTRODUCTION 

The first step of a continuous speech recognition process is 

parameterization, whose role is data reduction in convcrt- 

ing the input signal into parameters while preserving vir- 

tually all of the speech signal information dealing with the 

text message. Common parameters are LPC coefficients, 

energies in a channel vocoder, and me1 frequency ccpstral 

coefficients [I] (MFCC), which remain the most popular set 

of parameters used in speech recognition systems. 

The evaluation technique of the MFCCs involves many 

steps: fast Fourier transform, filtering, and cosine trans- 

form. Following the dynamic range effects of t.he ear, the 

filtering procedure results in a representation of the spec- 

tral energy on the me1 scale t,hrough the use of a set of 

filters, generally 24, equally spaced at low frcqucncy and 

continuously increasing beyond 1 kHz. 

The idea consisting of mapping an acoustic frequency to 

a perceptual frequency scale is the most important aspect of 

the me1 frequency cepstral coefficients. But obviously the 

ill effect of this technique is a reduction of the frequency 

resolution inherent in the filtering process. This reduction 

of the frequency resolution can have some impact in dis- 

criminating between phonemes and consequently on results 

obtained with a continuous speech recognition system. 

This paper shows how the filtering process combined with 

the cosine transform, occuring in the evaluation of the me1 

frequency cepstral coefficients, leads to an un-harmonic de- 

velopment. Based on this new representation of the MFCC, 

we suggest in this paper a new method of evaluation of the 

input parameters that respects the fundamental concept of 

the me1 scale while keeping unchanged the initial frequency 

resolution obtained from the fast Fourier transform. Re- 

sults obtained with these new coefficients give a confidence: 

interval for their use in continuous speech recognition sys- 

tems. 

2. MEL FREQUENCY CEPSTRAL 

COEFFICIENTS 

Most useful parameters in speech processing are found in 

the frequency domain, because the vocal tract produces sig- 

nals that are more consistently and easily analyzed spec- 

trally than in the time domain. R.epeated utterances by 

one speaker of a sentence often differ considerably in the 

time domain while remaining quite similar in the frequency 

domain. For these reasons, spectral analysis is used pri- 

marily to extract relevant parameters from speech signals. 

One of the most popular sets of parameters used in recog- 

nition systems, the me1 frequency cepstral coefficients [l]: 

is evaluated according to the same principal. 

2.1. Evaluation technique of MFCC 

First, a fast Fourier transform is calculated using a 30 ms 

Hanning window. Assuming that X = [zrr :. , ZK] is a 

spectral energy vector, the second step is the evalaution 

of the channel energy vector, E = [ei, , Ed], where each 

element, ej, is given by: 

(1) 
k=l 

Generally, J = 24 and K = 256. & is a set of triangular 

filters whose centers, see Picone [2], are equal to: [ 100, 200, 



300, 400, 500, 600, 700, 800, 900, 1000, 1149, 1320, 1516, 

1741, 2000, 2297, 2639, 3031, 3482, 4000, 4595, 5278, 6063, 

6964, 8000 ] Hz. This particular spacing between successive 

filters center, allows one to map the acoustic frequency to a 

perceptual frequency scale, that is, the mel scale, hence the 

name of these coefficients. But clearly, according to equa- 

tion (l), the filtering process reduces the initial frequency 

resolution obtained from the fast Fourier transform. This 

reduction of the frequency resolution can have some impact 

in discriminating between phonemes and consequently on 

the performance of a recognition system. 

To see how this problem can be overcome while maintain- 

ing the mapping of the acoustic frequency to the perceptual 

frequency scale, it is necessary to consider the last step in- 

volved in the evalaution of the MFCC. It consists of a cosine 

transform of the log channel energy vector, resulting in a 

set of coefficients, 

cn, = 4-g cos(m:(j - 0.5)) loglo( (2) 
j=l 

The amplification factor, 0, accomodates the dynamic range 

of the coefficients cm. 

This last equation can also be viewed as a scalar prod- 

uct between the vector of channel energy, E, and a set of 

vectors, IV,, whose elements, 

W”r,j = COS(,~(~ - 0.5)) 1 5 j 5 J, (3) 

are located at the same position in the frequency domain as 

the energy elements, ej. As an example, the figure 1 shows 

the distribution of the elements of Ws in the frequency do- 

main. It can be observed that the equal spacing of harmonic 

series is not respected, this is the positive effect of the me1 

scale. The negative effect is the relatively large distance 

between successive points that form the curve highlighting 

the reduction of frequency resolution above-mentioned. The 

next section suggests an algorithm to solve this problem. 

3. HIGH FREQUENCY RESOLUTION 

COEFFICIENTS 

Obviously, t,he crucial element in figure 1 is the global form 

of the curve. From this representation, we can conclude 

that the combination of the me1 scale with the cosine series 

leads to a specific set of curves acting as projection base for 

the channel energy vector E. 

We suggest in this section an algorithm which leads to a -. 
new set of vectors W,,, acting as a projection base for the 

vector of energy X, obtained after the fast Fourier trans- 

form, instead of the channel energy vector E. This algo- 
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Figure 1. Representation in the frequency domain 

of w,. 

rithm allows us to avoid the problem of reduction of fre- 

quency resolution associated with E. The global form of the - 
curves obtained when the vectors W,,, are represented in the 

frequency domain is basically same as those obtained with 

the vectors W,,,. The major difference comes from the fact 

that the vectors E,,, contain K elements, with K = 256; 

this is contrary to the vectors W,,, that contain J elements, 

with J = 24. 

3.1. Evaluation technique 

The suggested algorithm involves the following steps, for 

each value of in: 

1. Evaluate a vector of position P,, whose elements, P,.l, 

are given by: 

P m,l = 700(10~~ - 1); 0 < 15 711. (4) 

The right side of this equation is based on the inverse 

of the equation, see [2] [3], defining the me1 scale. The 

value 0 = 2840, is chosen in such a way t.hat the Ii&t 

element, Pm,, , is equal to 8000 Hz. 

2. Define between each pair of elements, I,,,,[ and P,,, .I+. I ! 

a subset of vectors, J:~~,(, given by: 

6k.l = {(-l)‘cos(;(i - 0.5)) ] 1 I i < If}, (5) 

where I[ is the total number of energy elements rk 

bet,wccn Pm,, and P,,,l+l. 



3. Concatenate all the vectors &,,I for 0 5 1 5 m to 

obtain the final vector F,,,, that is, 

ii& u wrn,,. (‘3) 
IC[O,rn-11 

The final vector E,,, contains the same number of ele- 

ments as the initial spectral energy vector X. The curve, 

shown in figure 2, represents Fs in the frequency domain. 

It can be observed that the global form of the curve in figure 

2 is similar to the one in figure 1, while beeing constituted 

by a greater number of points. 

The new set of coefficients, CL, obtained using E,,, is 

given by: 
K 

(7) 
kc1 

Because vectors E,,, contain K elements, vector X is used 

instead of vector E in the evaluation of cl. It is then possi- 

ble to conclude that the frequency resolution involved in the 

evaluation of CL is similar to that obtained after the fast 

Fourier transform. In our experiments the first spectral en- 

ergy element, ~1, has been not used, which cancels the effect, 

of the DC component of the input signal; a Gram-Schmidt 

orthogonalization procedure has been used to obtain an or- 

thogonal base from the set of vectors F,,,; and the spectral 

vector X have been compensated, using the technique de- 

scribed in [4], to reduce the effect of high concentration of 

energy at low frequency. 

4. COMPARATIVE RESULTS 

Experiments described in this section have been conducted 

using the INRS speech recognizer [5], which is a large- 

vocabulary speaker-independent continuous speech recog- 

nition system. The system accepts at the input a set of 15 

coefficients and their first-order derivatives evaluated every 

10 ms using a Hanning window of 30 ms. The output of 

the recognizer is a succession of words that match the in- 

put speech dat,a according to the language model, a bigram 

model. 

The speech corpus used in these experiments came from 

ATIS corpora, with a vocabulary of 1087 words. 285 speak- 

ers have been used for the training and 10 for the t.ests. 

Males and females are present in both training and testing 

sets. rI‘ablc 1 summarizes the results obtained. The coeffi- 

cients c arc classical mel-frequency cepstral coefficients and 

coefficients c’ are the new set of coeflicients suggested in 

this paper. It can be observed that results are better with 

C* than with c for male as well as for female speakers. This 

lets us believe that the suggested coefficients c* can increase 

the performance of a recognition system. 
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Figure 2. Representation in the frequency domain 
.I 

of U’s. 

type of word accliracy (o/o) 

coefficients male female average 

C 88.38 85.24 86.69 

C* 91.54 86.05 88.42 

Table 1. Comparative results for coefficients c and 
. c . 

5. SUMMARY 

In this paper we have examined one of the most used sets 

of parameters, the mel frequency cepstral coefficients. &‘e 

have shown that the filtering process: involved in the eval- 

uation of these coefficients, reduces the initial frcqunecy 

resolution obtained from the fast Fourier transform. It has 

been also shown that the filtering process combined with 

the cosine transform leads t,o an un-harmonic development 

in the frequency domain. This IWW rc~prcsentat~ion of %lFCC 

has been used to evaluate a new set. of parameters that, re- 

spects the human perceptual scale while keeping unchanged 

the initial frequency resolution. 

Comparative results between me1 frequency ccpstral co- 

efficients and the new set of coefficients proposed, confirm 

our assumption that a reduction in the frequency resolu- 

tion can have some negative effects 011 the performance of 

a continuous speech recognition system. 
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