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ABSTRACT: 

Side-match VQ(SMVQ) is a well-known class of FSVQ used 

for low-bit rate image/video coding. It exploits the spatial 

correlation between the neighboring blocks to select several 

codewords that are very close to the encoding block from the 

master codebook. But if the block boundary is in the region 

edge arca. the spatial correlations are not high and the SMVQ 

can’t sclcct proper codewords to encode blocks. In this paper. 

an Entropy.-Constrained Gradient-Match VQ (ECGMVQ) is 

proposed. Instead of exploiting the spatial correlation. the 

ECGMVQ uses the gradient contiguity property to select the 

codewords. State function of ECGMVQ can select better 

codevectors than the SMVQ. In addition, the entropy- 

constrained rule is applied to the encoding process to reduce bit 

rate. Simulation results show that the improvement of 

ECGMVQ over the SMVQ is up to 4-5 dU at nearly the same 

bit rate Further. the perceptual image quality is better than that 

of SMVQ. especially in the region edge area. 

1. INTRODUCTION 

Vector Quantization has been found to be an efficient 
technique for image compression. The images to be encoded are 

first processed to yield a set of vectors. Then a codebook is 

generated using some interative clustering algorithm, such as 

the generalized Lloyd clustering algorithm[ I]. The input 

vectors are then individually quantized to the closest codewords 

in the codehook. Compression is achieved by using the indices 

ofcodcwords for the purpose of transmission and storage. 

IIowever. an ordinary VQ exploits the high correlations 

between neighboring pixels, but ignores the high correlations 

between the neighboring blocks. To improve the compression 

ratio while maintaining high picture quality and avoid the 

excessive complexity, one way is to exploit memory for coding. 

Finite State VQ or FSVQ is a class of VQ with memory [2]. 

Roth encoder and decoder of an FSVQ have a finite state 

machine which uses previously encoded vectors to decide 

current state and then selects one corresponding state codebook. 

which is a subset of master codebook, to quantize input vector. 

Since the state codebook is smaller than the master codebook, 

FSVQ can achieve both higher compression ratio and lower 

computational complexity than ordinary VQ. 

Side-match VQtSMVQ) 13 ] is a well-known class of’FSVQ’s. 

SMVQ exploits the upper encoded block and left encoded block 

for the current input vector to predict the current encoding 

vector. SMVQ selects several codewords by measuring the 

side-match distortion function from the master codebook. 

Codewords that produce less side-match distortion are selected 

as state codebook to encode input vector. In general. SMVQ is 

an efficient method for image coding and it makes the gray level 

transition across the boundaries of the vectors as smooth as 

possible. A lot of image coding algorithms arc based on SMVQ 

and some modifications have been tried to achieve higher 

coding performance. In 141, a variable-rate Side-Match linite- 

state VQ with a block classifier (CSMVQ) is proposed. In 

CSMVQ, the size of the state codebook is changed according to 

the characteristics of the current vector which can bc predicted 

by a block classifier. The improvement over SMVQ is up to 

I.761 dl3. In [5], blocks arc arranged into two main classes. 

namely edge blocks and nonedge blocks. Edge vectors are 

reclassitied into I6 classes. Each class uses a different master 

codcbook and uses SMVQ to encode input vectors. The 

improvement over ordinary SMVQ is up to I. I h dH at ncarl! 

the same bit rate. In I(,]. three techniques: diagonal sampling. 

PCA, and rechecking are exploited in the proposed variable-rate 

SMVQ. The improvement over SMVQ is about 0.858-1.779 

dl3. 

Although a lot of modifications of SMVQ are proposed, the 

SMVQ distortion function have not been improved. In the 

complex area, correlations between the neighboring pixels are 

not high, then SMVQ selects codewords that are not close to 

input vector and results in a large quantization distortion. In this 

paper, a new Gradient-Match distortion function is proposed. 

Instead of using the spatial continuous property in SMVQ, the 

proposed GMVQ selects state codebook based on the gradient 

continuity property. l3!, the proposed GMVQ distortion 

function, better state codcbook can be selected to improve the 

coding quality and reduce output bit ram. The SMVQ distortion 

function in some image/video coding algorithm can be replaced 

directly by the proposed GMVQ distortion function to achicvc 

better coding performance. 

In addition, the optimal entropy-constrained rule is 

incorporated in the GMVQ to reduce the output index cnlropy. 

Although the coding quality degrades a little. better rate- 

distortion curve can be obtained 1% ith cntrop!:-constrained rule. 

The improvemcnl over ordinary SMQV is up 10 4-5 dl3 aI 

nearly the same bit rdlc. 

2. Coding Algorithm 

2.1 Side-Match Vector Quantization 

A vector quantization is dclined as a mapping from k- 

dimensional Euclidean space /<k to a finite subset (‘ of /<k We 



call the finite set C‘=(c,: i=l,...:N} the codebook, where c; is a 

codeword and N is the codehook size. 

I’SVQ is a class of VQ with memory. The finite state machine 

of FSVQ uses previously encoded vectors to decide current 

state and then selects one corresponding state codebook, which 

is a subset of master codebook, IO quantize input vector. Since 

the state codcbook is smaller than the master codebook, FSVQ 

can achieve both higher compression ratio and lower 

computational complexity than ordinary VQ. Side-match vector 

quantization is one branch of FSVQ. Fig.1 shows the 

relationship of image blocks in SMVQ. Let x denote the current 

processing block, and u and I be the codewords of the upper and 

left neighboring blocks, respectively. SMVQ assumes that the 

correlations between the neighboring blocks are statistically 

high. The side-match distortion d,,,, between the vector x and 

each codeword c; is defined as 

vd&), the vertical side-match distortion: 

and l&j?. the horizontal side-match distortion: 

‘l‘hus the side-match distortion of a codeword .y is: 

&.:(.Y) = /x/(y) + K/(y) 
SMVQ sorts the codebook CT according to the side-match 

distortion d,,,,, of codewords, and the first N, smallest-distortion 

codewords are selected as state codebook. For encoding, 

SMVQ picks the nearest codeword of x from the state 

codebook, and employs the index of this nearest codeword in 

the state codebook to replace X. 
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When the image correlations arc high. the SMVQ distortion 

litnction can sclcct good sta~c codchook to encode the input 

image. But in the complex area of an image. the SMVQ 

distortion is not acceptable. Fig 2 shows parts ofthe image data 

“Lena”. It can be seen that the pixel differences between the 

encoding block x and the neighboring blocks N and I are large 

and the distortion value calculated with SMVQ distortion 

function will become very larger. ‘l‘hus the state codcbook 

selected with SMVQ distortion function can’t encode the image 

well. 

A new distortion function, namely Gradient-Match VQ 

(GMVQ), is proposed here to improve the SMVQ distortion 

function. Instead of using the spatial continuity property, the 

GMVQ selects the state codebook by the gradient continuity 

property. In Fig. 2, it is shown that, although the spatial value of 

xtj.0 (=77) differs from that of neighboring pixel UJ,(J (=88) and 

I(,,3 (=132), the vertical gradient ofxo,~ (=88-77) is close to the 

vertical gradient of1~~,,,(=104-8X) and the horizontal gradient of 

X~,IJ (=132-77) is also close to the vertical gradient of nj,g 

(=I 84-132). Therefore. the new distortion function ofGMVQ is 

dclined as: 

vd’(v). the vertical gradient-match distortion: 

and hd’(v). the horizontal gradient-match distortion: 

Thus, the gradient-match distortion of a codeword .v is defined 

as: 

g*d(y) = M’(y) + Id’(y) 

Because the region edge may be in different places, two items 

are needed in each distortion function. In the llat area. the 

GMVQ distortion hchaves almost the same as the SMVQ 

distortion function. The difference of GMVQ and SMVQ is in 

the selection of state codebook: which is accomplished in 

designing state codcbook process. I lcnce. although the GMVQ 

distortion function is more complex than SMVQ distortion 

function. no extra computation overhead is ~mxicd in the coding 

process. 

2.3 Entropy-Constrain CMVQ 

For both GMVQ and SMVQ. the codewords in the state 

codebook arc sorted by the distortion mcasurc. the codcvectors 

produced smaller distortion are in the lower index parts of the 

state codchook. If the distortion measure can match the propcrt!’ 

of the input iniapc. the output indicts often lies in lower parts. 

Therefore. entropy coding. such as I ~ulliiiaii code. can lx rid 

to reduce the necessary hit rate of the indices. Shorter symbols 

arc assigned to encode the lower index. hccausc thcit 

appearance prohahility is higher. I lcncc. 111~ cotlc\\;ords in the 

state codebook have tliflcrent cost in the transmitting ot‘indiccs. 

In general coding process. the nearest codcvectors arc alnays 

sclcctcd. Whether the iniprovcnicnt of ncarcst codewords over 

lhc otlicr codewords is worth lhc cosl in trimsmilting 1111: 

channel SJ mhol is no1 considcrcd. In the encoding process. ii‘ 

\\c can measure the coding iniprovcnicnl xiii the Iransmission 



cost ofcodevector indices. a lot of bits can be saved with a little 

degradation of coding results, since the selected codevectors 

may be not the nearest. 

In [7], Entropy-Constrained Vector Quantization (ECVQ) is 

proposed. The design problem is posed as the minimization of 

the Lagrangian L=L)+AR. where D is the expected distortion, R 

is the rate (reproduction entropy). and /z is the Lagrange 

multiplier whose value determines a particular rate-distortion 

tradeoff. It has been shown that SCVQ outperforms those 

obtained from a number of other variable-rate quantizalion 

schemes. 

Here the Entropy-Constrained rule is applied to GMVQ, and 

the rate constrain causes a modification Of the nearest 

neighboring rule to include an entropy cost based on the 

codeword probability pj: where p, is the probability that jth 

codeword in the state codebook is selected to encode the input 

image. The optimal entropy-constrained rule is: 

yj is selected only if 

By this criterion. the higher probability codewords will be more 

easily to he selected. And bccausc their entropy codes arc 

shorter. the resulting bit rate can be lowered with a little 

degradation of coding quality. 

3. Simulation Results 
Simulations have been performed fi)r several 5 I2 X 512 

monochrome still images with 256 gray levels. The codebooks 

arc generated by the Linde-Buzo-Gray algorithm from a 

training set of six different images. To evaluate coding 

pcrformancc, the PSNK between the original image and the 

encoded image has been calculated, where the PSNR is defined 

x5 

259 
PSNR=lOlog,,, =dB 

Note that the mean square error for an nXn image is defined as 

where x,: and F,! denote the original and encoded pray levels. 

respectively. 

To compare the GMVQ distortion function with the SMVQ 

distortion function. WC encode the Lena image with fixed 

master codebook size =5 12 and change the state codebook size. 

The output indices are compressed with Huffman code to 

reduce bit rate. I-ig. 3 shows the PSNR values and bit rates at 

state codebook size = X. 16. 32. 64. I28 and 256. Al the same 

state codebook size. the PSNR of GMVQ arc always higher 

than that of SMVQ. This is because the GMVQ distortion 

function is more close to the image property than SMVQ. The 

output bit rates of GMVQ are lower than that of SMVQ. 

hccausc the state codehooks sorted by the CiMVQ arc better 

than that of SMVQ. At the same hit rate. the PSNR of(iMVQ 

are I.5 dlS higher than that of SMVQ. The improvements ol 

GMVQ over SMVQ in other images are similar. 

‘l‘o compare the vision effect of (;MVQ and SMVQ. an 

extrcmc USC (state codchook size -=X) is simulated. Fig. 4(a) is 

lhc original iniagc of Lena. Fig. 4(h) and Fig. 4(c ) arc the 

decoded images of SMVQ and GMVQ respcctivcly. In I-‘ig. 

4(b), the white parts of test image Lena’s right eye disappears. 

This is because the SMVQ distortion function can't select 

proper state codebook at the complex area. And in Fig. 4(c ). 

although the state codebook size is small. GMVQ can encode 

the white parts of the Lena’s right eye well. The difltircncc 01 

Fig. 4(b) and Fig. 4(c ) is shown in Fig. 4(d). Most 01‘ the 

improvements of GMVQ over SMVQ are in the region edge 

area. For the flat area. the coding results remain the same. 

To incorporate the Entropy Constrain Rules into GMVQ 

algorithm: 5 images are encoded by the proposed GMVQ to get 

the probability distributions of the state codebook indices. And 

this probability distribution is used in the entropy-constrained 

rule during encoding process. Fig. 5 shows the pcrformancc of 

ECGMVQ at different Lagrange multiplier II value and original 

SMVQ. As il increases. the bit rate will decrcasc a lot with a 

little I’SNK degradation. At ~=300. the proposed ECGMVQ 

can achieve 30.05dl3 at 0. I8 bit/pixel and the improvement over 

SMVQ is up to 5dB at similar bit rate. The dccodcd image of 

Lena with ECGMVQ at ;1=300 and state codebook sizc=250 is 

shown is Fig. 6. 

4. CONCLUSION 

In this paper, a new Gradient-Match VQ distortion function is 

proposed to improve the selection of state codebook in FSVQ 

design processing. And simulation results show that at the same 

state codebook size the CiMVQ can achieve better coding 

results. especially in the region edgt arca. and the hit rate is 

lower. l‘hesc improvcmcnts d0n.t need ilrl> c\;lr;L computation 

overhead than SMVQ in the coding process. The CiMVQ 

distortion function can be used to replace the SMVQ distortion 

function of other coding algorithms to improve the selection ot 

state codebook. 

Furthermore. by incorporating the Entropy-Constrained rule. 

the proposed ECGMVQ can obtain up to 4-5dls over SMVQ at 

nearly the same bit rate. Simulation result does show that our 

proposal is very promising for very low bit rate image coding. 
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Fig. 3: The Comparisons of GMVQ and SMVQ for test image 
Lena. The muster codebook size=.512. and the state codebook 
sizes arc 8. 16. 32. 64, 128 and 256. The indiceshre compressed 
with Iflfffman codt 
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Fig I: .4n extreme case to compare the visual coding res&s of 
C;MVQ und SM VQ. (muster codebook six=5 12. state codebook 
six+). (NJ is the originul 5 12X51 2 I.eno image, fbj is the 
decoded image bv SMI ‘Q. (c) is the decoded image bv GMC’Q 
und (d) is ~hc difference of fl?, and (c), 
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b‘ig. 5: 7he Cornprisons o/‘ECGMVQ at diJerent Lugrangc 

multiplier A value and SMVQ for test image Lena. The muster 
codebook size=5/2. and the state codebook sizes are 8. I6 32. 

61, 128 and 256, A varies from 0, 100. 200. and 300. The 
indices are compressed with flu/man code. 

Fig. 6: 77~ encoded image bv the proposed kC’G.1!1 ‘Q (nrustc’t 

codebook si:e=5!2, stutc codebook str=2-56. A=300). 771~ 
PAWI? is 30.3IdU and the bit rute is 0. I83 bit/lnucl. 


