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ABSTRACT 

A noise reduction algorithm for signals corrupted by 
additive unknown Ls white noise is proposed using an 
Hm filtering framework. The proposed algorithm con- 
sists of two steps: a signal enhancement step and a 
parameter estimation step, which are iterated at each 

instant. To weaken the dependence between the sig- 
nal enhancement step and the parameter estimation 
step, a total least squares estimation step for the dy- 
namical model parameters needed in the H= filtering 
is introduced. The effectiveness of the proposed algo- 
rithm under low signal-to-noise ratio environments is 
demonstrated by simulation. 

1. INTRODUCTION 

Noise reduction with single sensor measurements are 
often needed in various applications such as in wireless 
communication systems. Observation noises generated 
by multiple noise sources have typically been modeled 
as white Gaussian processes, based on which a two 
step noise reduction algorithm has been proposed in [I]. 
However, this algorithm exhibit,s a strong dependence 
between the signal enhancement step and the parame- 
ter estimation step. Hence, if a large bias occurs in one 
of the two steps due to a large noise power, it is difficult 
to reduce the bias in a few iterations. As a result, it 
is difficult to reduce noise in a low signal-to-noise ra- 
tio (SNR) environment. To get around this difficulty 
and to treat colored noise in single sensor measure- 

ments, Gannot e2 al. [2] has proposed a 4-th order 
cumulant-based algorithm. This algorithm assumes a 

Gaussian distribution for the observation noise but has 
a very large computational load. In a practical sit- 
uation! observation noise may not obey the Gaussian 
distribution. Also, a noise reduction algorithm with 
a much smaller computational burden even under low 
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SNR environments is preferred. To address these proh- 
lems, we adopt an Hm filtering framework as this ap- 
proach does not need apriori information about obser- 
vation noise. Shen [3] haa proposed an Hm filtering- 
based algorithm for speech enhancement. However, 
he has applied the expectation-maximization algorithm 
for training the parameters of the dynamic model as 

in the algorithm of [l]. Hence, sufficient noise reduc- 
tion under low SNR environments is not possible by 
his method. In this paper, we use a total least squares 
(TLS) algorithm to estimate a part of the parameters 
as followed in [4]. S’ mce t.he TLS algorithm estimates 

dynamic model parameters directly from disturbed sig- 
nals, it weakens the dependence between the signal en- 
hancement and the parameter estimation steps. Under 
the above assumption, we propose here an H” filter- 
ing for noise reduction with TLS estimation under low 
SNR environments. 

2. PROBLEM FORMULATION 

We consider that a sensor measures the sum of the 
desired signal s(t) and the observation noise v(t) un- 
der low signal-to-noise ratio (SNR) environments. The 
sensor output z(t) is given by 

where 

z(t) = s(i) + v(t), (1) 

s(t) = - f: cYkS(f - k) + u(t) 
kc1 

A 
= -aTs(t) + u(t)! (2) 

where ok (k = 1, ... , p) is an autoregressive (AR) pa- 

rameter and u(t) is a model input signal. The model 
input u(l) and the observation noise v(t) are Lz white 
noise that have unknown probability distributions. 



For convenience, we represent Eqs. (1) and (2) in a 
state-space form as 

x(t) = f# x(t - 1) + elu(t), (3) 

z(t) = eTx(f) + w(t)? (4) 

where x(t) is the (p + 1) x 1 state vector defined by 

x(t) = T [s(t) s(l - 1) “. s(t - p)] ) 

@ is the (p + 1) x (p + 1) state-transition matrix 

-Q1 -cY2 ... -ap 0 
1 0 . . . . . . 0 

8= 0 . . . . , 

. . . . 

0 ... 0 1 0 

and el is the (p + 1) x 1 unit vector 

el = [lo . . . O]? 

The objective is to recover {s(t)} from {z(t)} as- 
suming that the probability distribution of u(t) and 
w(t) are not known. The proposed algorithm is devel- 

oped next. 

3. H” FILTERING FOR NOISE 
R,EDUCTION 

Assuming u(t) and w(t) to be white Gaussian processes 

represented in the state-space form discussed earlier, 
we can apply an expectation-maximization (EM) al- 
gorithm as in [l]. The EM-based algorithm is quite 
effective under high SNR environments. However, it 
exhibits a strong dependence between the signal en- 

hancement step (E-step) and the needed parameter es- 
timation step (M-step). Hence, under low SNR envi- 

ronments, it is difficult to adjust the early estimation 
errors in a few iterations. To address this problem, the 
algorithm of [l] has been extended in [2] using higher- 
order statistics for the low SNR cases as well as the 
color noise cases. As this algorithm requires 4-th order 
cumulant calculations, it is computationally intensive. 
Now, the noise reduction algorithm for white Gaussian 
noise under low SNR environments proposed in [4] also 
consists of a signal enhancement step and a param- 
eter estimation step, but estimates a part of needed 
parameters using a total least squares (TLS) algorithm 
to weaken the dependence between the signal enhance- 
ment step and the parameter estimation step [4]. Com- 
putational complexity of this algorithm is less than that 

of the cumulant-based algorithm. However, both al- 

gorithms of [2] and [4] h ave assumed that {u(t)} and 
(w(t)} are Gaussian processes. In practice, the obser- 
vation noise w(t) is not always a Gaussian process. To 
solve this type of noise removal problem, we propose 
an H” filtering framework with a TLS estimation. 

3.1. H” Filtering 

Although various algorithms exist for H” filtering, we 
derive a filter based on the apostetiori central filter pro- 
posed in [5]. If AR parameter vector a, U: (power of 
u(t)), and u,” (power of w(t)) are known precisely, then 
we could compute recursively the enhanced signal using 

the following H” filtering equations: the first element 
of i(tlt) is the optimal HO” estimate i(t). 

tqtlt - 1) = @i(t - lit - l), (5) 

P(tIt - 1) = rPP(t - IIt - l)eT + aieier, (6) 

zqtlt) = qtp - 1) 

+k(t)[z(t) - eT5(tIt - l)], (7) 

k(t) = 
P(tIt - l)er 

erP(tIt - 1)ei + u,’ ’ 

Iytlt) = qtp - l)P(Q - l), 

(8) 

(9) 

lqtlt - 1) = I- 
I- y-2 

a* + (1 - y-*)erP(tIt - 1)ei v 

.P(tlt - l)eiey, (10) 

where S(tlt) denotes an estimated state vector and 
i(t + ljt) denotes a prediction state vector based on 
data up to time t. The matrices P(tIt) and P(t + lit) 

denote their error covariance matrices, respectively. I 

denotes an identity matrix, and y is a positive scalar. 
However, we must estimate some parameters needed 

in the preceding filtering since signal parameters are 
not known previously. We estimate these parameters 

1 a, 4, u,‘} using algorithms described in the next sec- 

tion. 

3.2. Parameter Estimation 

We first describe an algorithm for obtaining the esti- 
mate of a. We estimate a from observed signals, not 
from enhanced signals, to weaken the dependence be- 
tween the signal enhancement step and the parameter 
estimation step under low SNR environments. We fo- 
cus on the problem that all obtained signals are affected 
by noise and ui is less than u,“. In this case, the min- 
imum variance estimate of a can be obt,ained using a 



TLS algorithm [6]. We use the TLS algorithm with a 
slight modification for the AR parameter estimation: 

u(t + 1) = a(t) - pe(t)[-h(t) + a(t)%(t)], (11) 

where p is a step gain. Here we have defined : 

e(t) = i(t) - z(t), (12) 

i(t) = -uT(t)h(t). (13) 

As seen from the preceding equation, this algorithm 
estimates AR parameters directly from disturbed sig- 
nals {z(t)} and h as a small computational burden. Even 
if a large bias occurs in early stages of estimation or 
enhancement, the bias is reduced in a few iterations 
because of the introduction of this AR parameter es- 
timation step. In addition, we have experimentally 
found that parameters obtained from this algorithm 
have had small fluctuations in the estimation process. 
Hence, this algorithm is quite suitable for weakening 
the dependence between the two steps without increas- 
ing much the computational burden. 

Next, we describe adaptive algorithms to obtain the 

estimates of CT: and ug using a obtained from the pre- 
vious TLS algorithm and estimated state quantities in 
H” filtering equations. From Eq. (2), 0: is estimated 
as follows: 

i&t + 1) = E{(s(t)+ aTs(t))2j&),&t)] 

52 f&2(h)) + 2aT &S(L)Zp-@ - 1)) 
k=l k=l 

+ UT &-l(k - l)&@ - l))al, 
k=l 

(14) 

where zP-l = [s(l - 1). . . s(t - p)lT and (.) denotes 

the conditional expectation E{.lG, G}. Similarly, u,’ 
is estimated from Eq. (1) as follows: 

z(t + 1) = E{(z(t) - ~(t))~@(t),&)} 

s f &2(C) - 2z(lc)(s(k)) + (2(k))]. 
k=l 

(15) 

Using the estimated state vectors and their covariances 

in the H" filtering, we can calculate G(t) and 2’(t) 

recursively using Eqs. (14) and (15) as described in [4]. 

If the evolutional speed of statistical property in the 
observed signal is slow, we can alter the time-average 
operation l/1 in the preceding algorithm to (1 -X)/( l- 
X’) using the forgetting factor X (0 < X < 1) to obtain 
the tracking capability. 

3.3. Lowpass Filtering 

Although we have assumed the AR model for the de- 
sired signal, an autoregressive moving average (ARMA) 
model is preferable in more general cases. However, 
it is difficult to estimate ARMA parameters using the 
TLS algorithm without modeling the input signals and 
with lower computational burden. As a result, there 
could be insufficient noise reduction in signals that are 
properly expressed by the MA model. For compensat- 
ing this problem, we apply lowpass filtering followed 
by the HDO filtering-based enhancement. It is expected 
that this lowpass filtering step will reduce the noise 
that remains in MA model-like parts of signal. 

4. COMPUTER SIMULATIONS 

We have carried out simulations to demonstrate the 
performance of the proposed algorithm using a nor- 

malized Japanese male speech sampled at 20 kHz rate. 
To this signal, we have added a uniformly distributed 
white noise. This noise-corrupted signal has been used 

as the observed waveform in the simulations. The SNR 
has been 4.0 dB. We have compared the proposed al- 
gorithm with the another H" filter-based algorithm in 
[3]. We have also compared the proposed algorithm 
with the algorithm proposed in [4]. 

In simulations, the scalar y in the Hm filtering is 
3.95. The AR model order is 4. The step size ~1 in 

TLS estimation is linearly decreased from 0.1 to 0.011 
during the first 1000 sample points. In other sample 

points, p is kept at 0.011. The FIR lowpass filter has 
a passband edge at 0.82 and a stopband edge at 0.92 
in the normalized frequency, and is designed by the 
Remez algorithm with a filter length of 27. 

Figure l(a) shows the observed waveform. Figure 
l(b) shows the noise-free waveform. Figure l(c) shows 
the enhanced waveform using the proposed algorithm. 
The median value of Itakura-Saito distortion measure- 
ments (IS measurements) of this enhanced waveform 
is 1.89. Listening test has verified that the enhanced 
speech has considerably less noise without any loss of 
smoothness. On the other hand, the median value of IS 
measurements using the algorithm in [3] is 2.66. In this 
case, a listening test has indicated that the processed 
speech still contains significant noise. Finally, the me- 

dian value of IS measurements using the algorithm in 
[4] is 2.14. The resultant enhanced speech has like sti- 

fling in transient parts. From these measurements, it 
can be seen that t,he proposed algorithm reduces the 
additive noise effectively. In particular, the result of 

the proposed algorithm is superior than those of other 
algorithms in the transient parts of speech. 



(a) Observed waveform. 
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(c) Enhanced waveform using the proposed algorithm. 
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Figure 1: Simulation results using a normalized Japanese male speech. 

5. CONCLUSIONS 

We have proposed an Hm filtering algorithm for noise 

reduction under low SNR environments. We have for- 
mulated the H” filtering in the framework of the noise 
reduction problem. Next, we developed the adaptive 
algorithm for estimating the parameters needed in the 
H” filtering, by estimating first the AR parameters 
using the TLS estimation method and then estimating 
the power parameters of the signals using state quan- 

tities obtained in the previous steps. In addition, we 
introduced lowpass filtering to compensate for the noise 
reduction of signals that are properly represented by an 
MA model. Computer simulations have verified that 
the proposed algorithm reduces white noise more effec- 
tively than conventional algorithms, especially in the 

transient parts of the signal. 
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