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ABSTRACT

Data rate management of compressed digital video has
been treated mainly from the teletraffic control point of
view, i.e. by modelling traffic or controlling congestion via
network protocols. Relatively less attention has been fo-
cused on video rate management in the source coding side.
In this paper we consider that it is more efficient and less
costly to control video rate at the video source than hand-
ling network congestion due to an extremely large quantity
of incoming variable bit rate (VBR) video traffic. Thus this
paper investigates effective rate control algorithms for video
encoders. Considering the non-stationary nature of video
rate originated from scene variations (i.e. the wide band
nature of digital video), we adopted and compared the per-
formance of two nonlinear approaches; radial basis function
(RBF) estimation using a neural network-based approach
and fuzzy logic control as a nonlinear feedback control.

1. INTRODUCTION

Video rate control is concerned with regulating video data
rate in conjunction with video quality when video is en-
coded bv statistically based compression schemes such as
MPEG (Moving Picture Experts Group) standards. There
15 a lrade off relationship between data rate of compressed
video and resulting quality.

1.1. Background of video rate control

An cffective rate control algorithm becomes more demand-
ing when the video contains rapid motion or frequent scene
changes mixed with less scene variations. This wide band
nature of digital video is a major cause of abrupt variations
in video rate. In this paper attention is focused mainly on
video with rapid scene variation, Figs.l and 2 (“Adverts”,
TV advertisements and movie “Star Wars”), which cannot
easily be accommodated in conventional schemes such as
‘I'M5 and linear prediction-based methods. As an altern-
ative, we introduce a priori knowledge (i.e. scene change
features to represent variation in visual information) to im-
prove the rate control performance of the proposed rate
control algorithms employed in the MPEG video encoder.

Although the MPEG2 evaluation model, TM5 specifies
details of its rate control process, the scheme is based on a
linear prediction technique and is known to be inappropri-
ate for video with large scene changes. TMS5 is presented
as a performance reference for comparison purposes in this
paper.
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Figure 2. Selected frames from the “Starwars” sequence.

1.2. Feed-forward video rate confrol: a neural net-
work approach

One of novel architectures applied in this paper is the non-
linear predictive video rate estimator using the RBF net-
work. The RBF network is often classified as a special form
of ncural network with a smaller number of hidden layers.
It also has an advantage in the aspects of implementation,
as it is a parallel structure. The RBF network is known to
have better estimation performance than linear predictors
for non-stationary signals.

We employed the RBF ncetwork in a feed-forward predict-
ive scheme, which exploits short-term correlation of video
and improves the estimation performance. Although one
can achieve a certain level of performance by using lincar



techniques, the performance can be further improved if non-
linear predictive technique is used. In this feed-forward
scheme, the scene change features are used as the input
for the RBF video rate estimator. They represent the Ist
and 2nd-order statistical measures: intra-frame variance,
inter-frame variance plus integer picture type (I, I’ and B)
values.

1.3. Feedback video rate control: a fuzzy logic ap-
proach

The buffer-based video rate control is fundamentally a feed-
back control in which the buffer occupancy is translated
into a quantisation step size. As an improved feedback
approach, we investigated a fuzzy-logic based video rate
control technique. It is considered that conventional fuzzy-
logic based control (FLC) does not effectively control the
two variables (video data rate and video quality) which are
in a trade-off relationship. The primary reason for this is
that it is not easy to effectively project the control variables
onto fuzzy rules due to the contradiction between these two
variables on a rate-distortion theoretic basis.

2. FEED-FORWARD PREDICTIVE VIDEO
RATE ESTIMATION FOR MPEG

The algorithm of the feed-forward RBF-network-based
scheme, Fig.3, is described in detail in {1]. In this scheme
two of the three scene change features are framewise vari-
ances, var—org(k) and war_dif(k), which represent the
variance of the input picture and the variance between the
input picture and the previous picture, respectively, where
k represents picture time index. The other scene change
feature is picture type, ptype(k), and a single value exists
for the corresponding picture type, thus it forms a cyclic
time scries as k proceeds as Lhc picture type repeats, e.g.
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Figure 3. The structure of the feed-forward network for MPEG
rate control.

The RBF network comprises the rate estimator (RE).
The estimated video rate c¢bf(k) is used to derive an ap-
propriate quantiser step size in association with the current
buffer occupancy O(k — 1,n). QC represents the nonlinear
quantiser control surface: sigmoidal or unimodal [1]. MBF
stands for the number of mean bits per framec.

2.1. Training and Optimising the RBF Video Rate
Estimator

[n consideration of the configuration of the MPEG2 video

encoder, the number of RBF centres is set to 9. The in-

put consists of 3 scene change features, each of which has

3 taps. The number of time delays is equal to the num-
ber of B pictures between P pictures. It is assumed that
the cyclic repetition of the vidco rate is determined by the
number of B pictures, and the correlation of the video rate
varies with an interval of two pictures. Different numbers
of centres - up to 50 - were also simulated and their per-
formance was compared in normalised mean square error
(NMSE), as shown in Fig. 4 and Table 1. We used realistic
video sequences including two other sequences, “Cascaded”
and “JFK”, to see the effect of the RBF network estimator.
Three standard sequences, “Miss America”, “Football” and
“Susie”, comprise “Cascaded”. “JFK” is an edited version
of the movie “JFK” with rapid scene variation. For all four
video sequences tested, the 6 to 9 centres appeared to ex-
hibit very similar performance to cases of the larger number
of centres. This signifies that the number of RBF centres
may be set in conjunction with the number of the B pic-
tures. This implies that the system complexity of a RBF-
network-based rate control can be dramatically reduced by
selecting an appropriate number of centres from video en-
coding parameters.
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Figure 4. Variation in NMSE profile with the number of
centres.

i MSE[dB] | var_org(k) | var_diflk)
Cascaded | -24.49 1224.8 579.6
Starwars -22.44 1671.2 713.4
Adverts -20.67 2888.5 1143.9 |
JEK (1533 33299 1914.7

Table 1. Mcan NMSIS and mean variances of video sequences.

3. FUZZY-LOGIC BASED VIDEO RATE
CONTROL: A FEEDBACK APPROACH

3.1. A Basic FLC model for video rate control

Although an analogy can be found in other fuzzy logic-
based industrial applications, video rate control is not just
a matter of controlling the level of liquid reservoir which is
treated as a typical FLC application. In order to improve
the FLC performance for video rate control, we introduced
adaptive scaling factors which vary, depending on the scene
change features. First, we examined the conventional FLC
where the number of fuzzy variables is one, and its perform-
ance was cvaluated in various settings of the fuzzy control
parameters. As an adaptive algorithm, a FLC scheme with
feed-forward scaling factors was designed and its perform-
ance was compared to the conventional FLC.



Recently, a few leading researchers have applied the FIL.C
to video sequence coding standards. The techniques aim
to improve the video rate control performance for JPEG
[2, 3] and M.261 [4] by adaptively controlling the quantiser
and the buffer occupancy. The fuzzy logic-based control
techniques used in these researches have the same technical
base in that they appeared to follow a series of common pro-
cesses; fuzzification, decision making and defuzzification.

I'igure 5 shows the configuration of such a FLC-based
video rate control (FLC-R) which takes the buffer occu-
pancy as its only input, with its parameter settings shown
in Fig.6. The control input, Go, which is used as the quant-
isation step size, Q3(n), is the input to the encoder with the
macro block time index n. The process of the FLC begins
with calculating the error value, e(n), and its differential
error value, d(n), which is the difference between the cur-
rent error value, e(n), and the previous error value, e(n—1).
Its final output is obtained by a series of arithmetic oper-
ations, e.g. the centre of gravity method {5]. All scaling
factors (ge, gd and go) are constants which are generally
tuned by expert knowledge.
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Figure 5. Configuration of the FLC-based rate control.

HF
(ZEMD)
ET CE LH HH CF FL
(NB,TN) (NM,SLYNS.SM)XPS,1.MIPM,LG) (PB,HG)
WA
/ \
X AL
// \ / \.\‘ / \\
5 30 15 -5 0
{a)
Gd

GN_ NB NM NS ZE PS PM PB
eT| TN[ TN TN[ SL|SLsmI MmO
cH TN| TN|SL [SL : sM| ™MD LM
Lo TN L i st | sM| MO TM| LG
te SL: SL | sM|MD LM|LG| LG
HH SI. | SM° MD| IM|1.G|1.G| HG
cFl SM| MI» 1M[1.G|1.G| HG| HG
fLi M| LM 1.G[1.G| HG[ HG[ HG

(h)

(c) )

Figure 6. Fuzzy logic-based parameters for video rate control.
(a) membership function, (b) FAM, (c¢) 3-dimensional represent-
ation of the I'AM, (d) the resulting control surface.

The membership function can take different shapes, dil-

ferent inter-rule spacing, etc. It is well known that using
non-triangular shapes does not provide substantial differ-
cnce in the performance, hence, the triangular shape is used
here. The formation can be asymmetrical since the posit-
ive section of the e(n) value can have different significance
from the negative section. In video rate control, however,
both sections here are assumed to have unbiased linguistic
interpretation. Thus, the membership functions shown in
Fig. 6(a) are symmectrical with respect to the centre value
0. Fig. 6(b) shows the configuration of the rule base to
determine the dynamic behaviour of the FLC system. The
3-dimensional representation of FAM, Fig. 6 (¢}, reflects
the dynamic property of an organisation of rules and mem-
bership functions. Fig. 6(d) shows the resulting control
surface for the FAM configuration of Fig. 6(b) and (¢) with
the two input variables, d(n) and e(n).

3.2. FLC with adaptive scaling factors

Scene change features provide vital information about the
resulting number of bits for an incoming picture in advance
of encoding it. Here, they are incorporated with the non-
adaptive scaling factors (ge, gd and go) of FLC-R, as shown
in Fig. 7, in order to adaptively scale inputs of the fuzzific-
ation process, e(n) and d(n). This configuration forms the
adaptive FLC scheme (FLC-FS). The three previous sccne
change features are supplied to the scaling factor calcula-
tion block (Scaling function) which generates time varying
scaling factor values, ge(k) and gd(k). The remainder of the
FLC-FS opecration is the same as FLC-R depicted in IMig.
5. Iln the mapping function the equation maps the scene
change features to the scale factors as follows:

log,, var_org(k)

ge(k) = gd(k) = log,, var_dif(k)

x ptype(k) (1)

In this scheme, the scaling factors vary depending on the
scene changes features so that the video rate can be con-
trolled effectively for the next video image. This enhances
the performance of the F1.C-based rate control scheme.
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Figure 7. Configuration of the FL.C-FS.
4. SIMULATION STUDIES

The performance of the feed-forward rate estimators is first
evaluated and FLC schemes will be compared with rate
estimators on the test bed of the MPT(2 software encoder.
The new configuration of the MPEG2 encoder was verified
with a variety of different settings of encoding parameters.
However, we only present representative simulation results
for the “Starwars” sequence.

The MPEG2 video encoder based on 'I'M5 was sct to op-
crate at a channel rate of 1024 kbits/s and a frame rate at
30 frames/s. It has a buffer with the size of twice the MBF.
This size of buffer is specified for low delay mode codings in
bi-ditectional communications. The unimodal function was



used as the quantiser control surface since it possesses better

performance for video rate control than the sigmoidal func-

tion. For the feed-forward rate control scheme, three tech-
niques are evaluated: the two ratc estimator-based schemes,
RLS (recursive linear estimation technique) and RBF,
Table 2 shows the mean and standard deviation for
each of the performance measure over the whole sequence.
NFVR in the middle column stands for normalised fluctu-
ation of the video rate which repr( sents varlatlon of ¢bf().
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where $&4 represents instantaneous fluctuation.

TM5 exhibits the worst occupancy performance, often
reaching buffer overflow on some sequences such as “JFK”,
with more rapid movement. The schemes based on pre-
dictors, RLS and RBF, show better performance than TM5
in both bit rate and PSNR. RBF appeared to be capable
of maintaining the occupancy lower with a smaller stand-
ard deviation in comparison to RLS. RBF also exhibits a
similar PSNR value to RLS. This result implies that the
nonlinear rate estimator, RBF-network, works more effect-
ively for non-stationary J:deo with many scene changes and
rapid motion without further degradation in video quality.

The basic FLC model (FI.C-R) possesses a considerable
ne\(ibility to change the fuzzy control parameters. The scal-
ing factor for the output go(k) was set to 1. Pictures, which
entail a large number of bits, will be given much stronger
control action. When they are [ or P pictures, the distortion
cause d by rate control will affect the next coming pictures.
ason PSNR 1

Piv L

s Inul ull'lnn CI“:I!‘!I factors are

large.

The FLC model assisted by the feed-forward scaling
factors (FLC-FS) was assessed with respect to FLC-R.
While FLC-R is superior in controlling the video rate or
the occupancy to FLC-FS, the latter shows wider variations
since its scaling factors change depending on scene change.
Hence, profiles of the occupancy and video rate may vary
dramatically depending on the scene change.
rate profile exhibits similarly changing patterns.

FLC-R consists of fuzzy control rules based only on
he oc cupancy- related rules. Therelore, it appeared to be
powerful in controlling the occupancy. However, it does
not take account of the gnality, and it shows lower figures
in PSNR. For FLC-FS, the scaling factors are allowed to
change within a 1-to-8 range depending on the scene change
features as specified Eqn. In FLC-FS, the scaling factors
gc(k) and gd(k) scale up the crror signal, e(n), Fig. 7. to
adaptively change the actual input of e¢(n). The scaling

fartars are oor ally cvmallaw ¢ R nnd tha raanlting o
I.(L\.lUL') G-I.C stll( laLlV DilLarica ina l L. @livd L TLouiviing pra-
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formance of the occupancy control appear to be inferior to
FLC-R. Accordingly, FLC-I'S shows more fluctuating pro-
files. ilowever, the feed-forward scaling factors (ge(k) and
gd(k)) improve the video quality by making the most of
the occupancy margin below 50%. Therefore, it is con-
cluded that FL.C-FS performs better than FL.C-R in terms
of PSNR achieved as well as the occupancy.

(& r\rnr),u'u!u the FLOC-FS scheme with the RBI egstimator-
based .schemn, the performance shows no noticeable differ-
ence as shown in Table 2. Thus, comparison between these
iwo schemes should be considered from a different point of
view: performance for particular scene change types, imple-
mentational complexity, etc.

—
| Oceupancy(%) Clexded bits / frame PSNR (dB)
| Starwars e
mean{max.)| std.dev, NFVR sud.dev. mean stid.dev.
T™S 41 (75) 108 0.285 13704 33.27 2.69
RLS 18(38) 15 0.127 4519 33489 2.54
FLC-R | 27032 LS 0.086 1321, 3340 259
¥
FLC-F§ 19(42) 5.3 0.146 5058 33.86 2.55
RBF 12(34) 4.3 0.124 4288 33.87 2.54

Table 2. Performance comparison between FLC-R and FLC-
FS (“Starwars”).

5. CONCLUSIONS

Improvements on video rate control have been achieved us-
ing nonlinear approaches: RBF-network and fuzzy logic
control. These two approaches have different structures and
properties, thus, performance comparison is not straight
forward. However, a comparison can be made in terms
of feasibility. The fuzzy logic approach is considered to
be computationally simpler and less complicated, which is
critical to implementation. However, the simulation results
show that the RBI-network scheme does exhibit a lower
mean ‘1"{{‘97’ n(‘(‘nnnnr‘v than the fuzzv ]nlﬂ(‘-]"mcp (nnlrnl
schemes. This fcature is advantageous for low-delay applic-
ations since shorter delay can be achieved by maintaining
low buffer occupancy. in ihe Ri3F-network-based scheme,
supplementary processing is required on the estimated video
rate information to derive a corresponding quantisation step
size to achieve the predictive rate control function. On the
other hand, the fuzzy logic-based control can accomplish
the equivalent task by using a set of rules, a pair of control
variables and adaptive scaling factors. This configuration is
genera.llv simpler than the approach for predictive scheme.
11c1ur’ as the pufui‘iiiauuu is Very Sii‘iiila.l., the fu/:z. 10;’.;1\.
approach is more promising in terms of system compl(:xn,y

than the RBF-network-based scheme.
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