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ABSTRACT 

This paper is concerned with the definition of the con- 
tinuous fractional Hartley transform. First, a general the- 
ory of linear fractional transform is presented to provide 
a systematic procedure to define the fractional version of 
any well-known linear transforms. Then, the results of gen- 
eral theory are used to derive the definitions of fractional 
Fourier transform (FRFT) and fractional Hartley transform 
(FRHT) which staisfiy the boundary conditions and addi- 
tive property simultaneously. Next, an important relation- 
ship between FRFT and FRHT is described. Finally, a nu- 
merical example is illustrated to demonstrate the transform 
results of delta function of FRHT. 

1. INTRODUCTION 

In recent years, the concept of fractional operator and 
measure have been investigated extensively in many engi- 
neering applications and science. Four typical examples are 
described as follows. The first is fractional derivative and 
integral are defined by many mathematicians and applied 
to solve some physical problems [l]. The second is thefrac- 
tional Fourier transform has been studied in the optic com- 
munity and signal processing area [2]-[3]. The third is the 
fractional dimension is used to measure some real-world da- 
ta such as coastline, clouds, dust in the air, and network of 
neurons in the bodv 141. The fractional dimension has be- 
ing applied widely t’o ‘pattern recognition and classification. 
The last is fractional lower-order moment has been used to 
analvize non-Gaussian sirrnal which is more realistic than 
the Gaussian model in si&al processing applications [5]. 

On the other hand. vanous unitarv transforms have been 
widely used in image’compression and adaptive filtering ex- 
cept Fourier transform. Some typical ones are cosine trans- 
form, sine transform, and Hartley transform e.t.c. So far, 
the fractional version’of these transforms have been general- 
ized [6]. However, the fractional Hartley transform defined 
in [6] does not obey additivity property which means that 
application of the transform with an ular parameter Q fol- 
lowed by an application of the trans orm with angular pa- ! 
rameter B is equivalent to the application of the transform 
with angular parameter Q + 9. The purpose of this paper is 
to oresent a new fractional Hartlev transform which obevs 
additivity property exactly. - 

2. LINEAR FRACTIONAL TRANSFORM 

Let T be a linear transform that maps function f(z) into 
the function g(u), i.e., 

W(z)) = g(u) (1) 
where variables z, u are different because the domain would 
than e after transformation. Then, the corresponding frac- 
tion 9 transform of T is defined by 

T”(f(z)) = g”(u) (2) 

which must satisfy the boundary conditions 

mm) = f(z) 

T’W)) = g(u) 

and the additive property 

T”(T”(fW) = T”(TB(fb)) = T”+“UW (3) 

Given the transform T, the problem is how to define Ta 
such that boundary condition aud additive property are sat- 
isfied. A systematic procedure will be described as follows: 
Let en z) be an eigenfunction of linear transform T with 
eigenv il ue X,, then we have 

T(e,(z)) = Len(u) (4) 

If eo(z),el(z),..., e,(z) is an orthonormal basis in the z 
domain, the function f(z) can be rewritten as 

m 

f(z) = C he,(z) 
n=O 

where the coefficient a, is given by 

rm 

a, =< f(z),e,(z) >= / f(z)h(z)dz (6) 
J-00 

The notation < . > denotes the inner product. Then, the 
transform of f(z) is given by 

(7) 

Based on this equation, the fractional transfom T” is de- 
fined as follows: 

00 

T”(f(z)) = c aXen 
n=O 

Substitute eq(6) into es(a), we obtain 

m = c[/ OQ f(z)en(z)dz AZen 
n=O -Qo I 

= / K”(z,u)f(z)dz 

(8) 

(9) 



where transform kernel is defined by 

Ka(z, u.) = 2 XEen(2)e,(u) 

n=O 
(10) 

From es(g), it is clear that T” is a linear transform. And, 
from eq(5)(7)(8), ‘t 1 can be shown that the boundary con- 
ditions are satrsfied. Since the expression 

Ta(en(z)) = AZen 

holds and T” is linear, we have 

(11) 

= T” (z u,J!en(u)) 

= 2 o,,X! [TP(en(u))] 

= 
c 

a,XztBe,,(u) = TatB(f(z)) 

n=O 

This tells us that the additive ptoperty is also satisfied. Giv- 
en linear transform T, the procedure to find its fractional 
transfrom is now summarized as follows: 
Step 1: Find the eigenfunctions e,(z) and eigenvalues X, 
of transform T for n = 0, 1, . ..oo. 
Step 2: Use eq(l0) to compute the transform kernel 
P(z, u). The closed-form formula may be obtained. 
Step 3: The fractional transform of f(z) is then given by 

- T”(f(z)) = 
J 

K”(z, u)f(z)dz 
-co 

In next two subsections, we will use this procedure to derive 
the fractional transforms of Fourier transform and Hartley 
transform. Finally, it is worth mentionin 

a 
that if there ex- 

ists a minimum positive number p such t at 

xp, = 1 for n = O,l,.-.,oo (12) 

holds, then substituting eq(12)(5) into eq(8) yields 

TP(f(z)) = f(u) (13) 

Thus, the p is called the period of fractional transform T”. 

3. FRACTIONAL FOURIER TRANSFORM 

If linear transform T is well-known Fourier transform, then 
it is defined by 

W(z)) = gF(u) = & 
J 

-1 f(z)ewJzudz (14) 

The eigenfunctions e,(z) and eigenvalues X, of Fourier 
transform are given by 

e,(z) = 
1 

/- 
-e+H,(z) 
2”n!J;; 

where a,(z) is the nth order Hermite polynomial. Thus, 
the transform kernel KF(z,u) of fractional Fourier traus- 
form can be calculated as follows: 

In order to obtain the closed-form representation, we use 
the following formula: 

00 

c 

e-Jn4f 

-Hn(z)Hn(u) 
n=O 2”7w7 

2zuesJ~ - e-J0r(22 + u’) 1 - e-Jar I 
Substitute eq(17) into eq(16) and using the following equal- 
ities: 

&y=jG =. l -;y J 
2zuesJ 5= 

.l - e--/a= = - jzu csc rj 

-es-lon(z2 + u’) _ (2’ + u’) = .z2 + u2 cot ~ 
1 - e-Jar 2 32 

where 4 = y, we have 

This kernel has been widely used in the signal processing 
community [3] and fractional Fourier transform of function 
p(z) is defined by 

/ 

00 

G(u) = G(G u)f(z)dz (19) 
--oo 

Based on this equation, it can be shown that if f(z) is an 
even function, then its fractional Fourier transform g;(u) 
is an even function. From eq(15), we have 

A’, = e--J2nr = 1 for R = O,l,-..,oo (20) 

Thus, the period of fractional Fourier transform is 4. 

4. FRACTIONAL HARTLEY TRANSFORM 

If linear transform T is well-known Hartley transform, then 
it is defined by 

W(z)) = w(u) = (21) 

where cas(zu) = cos uz) + sin(uz . From the eq(14)(21), 
the relation between L 4 ourier trams orm and Hartley traus- 
form is given by 

m(u) = 
l+j l-j 
ygF(u) + ygF(-u) (2‘4 A, = e--3nS (15) 



From the eq(15)(22) and the symmetric property of Hermite 
polynominal 

the eigenvectors of Hartley transform are same as those of 
Fourier transform, but the eigenvalues A,, of eigenvector 
e,(z) are different and given by 

A” = 
{ 

,-3*+ if n is even 
e-‘(“-‘)+ if n is odd (24) 

Thus, the transform kernel KE(z,u) of fractional Hartley 
transform can be calculated as follows: 

n=O 

= [E(z,u)+O(z,u)]e* (25) 

where E(z,u) and O(z,u) are defined by 

E(z,u) = 2 e--jnaa n=O 22,(2n)!J;rH’“(“)H’“(~) (26) 

O(l,U) = FL emJnaff 

22”+‘(2n + l)!fi 
Hzn+l(z)&ntl(u) 

n=O 

From eq(26) and (!6), the fractional Fourier transform ker- 
nel Kg(z, u) can be rewritten as: 

h’F(z, u) = [E(z, u) + e-‘YO(z, u)] e* (27) 

Using the symmetric property of Hermite polynomial in 
eq(23), it can be shown that 

E(z, -u) = E(z,u) 

O(z, -u) = -O(z,u) (28) 

From eq(25)(27)(28), the relation between fractional Fouri- 
er transform kernel and fractional Hartley transform kernel 
is given by 

K;l(z, u) = 
l-e]?? 

qK;(z, u)+ 2 -KF(z, -u) (29) 

Substitute eq(18) into (29 
k 

, the closed form formula of frac- 
tional Hartley transform ernel is 

K;;(z,u) = ~~e~~~~~~(cos(~ucsc,) 

+eJ(+j) sin(zu csc 4)) (30) 

Based on this kernel, the fractional Hartley transform of 
j function f(z) is defined by 

mu) = 
J- 

G(z, u)f(z)dz (31) 
-0a 

It is clear that the fractional Hartley tansform gb(u) of real 
function f(z) is complex valued except Q = $ (k is odd 
integer). From eq(24), we have 

A’, = 1 for n = O,l,...,oo (32) 

Thus, the period of fractional Hartley transform is 2. More- 
over, from eq(29), it is easy to show that 

&f(u) 
l+e’y 1-ejY 

= -g;(u) + - 
2 2 57%~u) (33) 

This is relation between fractional Fourier transform and 
fractional Hartley transform. When Q = 1, the eq(33) be- 
comes the eq(22) which is relation between Fourier trans- 
form and Hartley transform. Using eq(33),. the fractional 
Hartley transform can be found from the fractional Fourier 
transform. For example, the fractional Fourier transform of 
delta function 6(z) is 

SF(U) = 
\i 

1 - jco~4e,+cot4 
2* 

, so its fractional Hartley transform is given by 

!mu) = 
\i 

1 -jcotde,$.,,tO 
2* 

(34) 

Fi 1 shows this transform results g;(u) for various d = 
& 2 . The real parts in this paper are plotted by solid lines, 
and imaginary parts are pktted by dashed or dotted lines. 
Finally, it is worth mentioning that if fractional Fourier 
transform g;(u) is even function, then it can be shown that 

, i.e., fractional Hartley transform is equal to fractional 
Fourier transform. 

5. CONCLUSIONS 
A new definition of the continuous fractional Hartley trans- 
form has been described. A general theory of linear frac- 
tional transform is also presented to provide a systematic 
procedure to define the fractional version of any well-known 
linear transforms. The proposed fractional Fourier transfor- 
m (FRFT) and fractional Hartley transform (FRHT) sta- 
isfiy the boundary conditions and additive property exact- 
ly. A numerical example is illustrated to demonstrate the 
transform results of delta function of FRHT. 
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Fig.1 The results of continuous fractional Hartley transform of the delta function 6(z) for various q5 = y. 


