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ABSTRACT

Decision tree based state tying uses so-called phonetic questions
to assign triphone states to reasonable acoustic models. These
phonetic questions are in fact phonetic categories such as vowels,
plosives or fricatives. The assumption behind this is that context
phonemes which belong to the same phonetic class have a similar
influence on the pronunciation of a phoneme. For a new phoneme
set, which has to be used e.g. when switching to a different corpus,
a phonetic expert is needed to define proper phonetic questions. In
this paper a new method is presented which automatically defines
good phonetic questions for a phoneme set. This method uses the
intermediate clusters from a phoneme clustering algorithm which
are reduced to an appropriate number afterwards. Recognition re-
sults on theWall Street Journaldata for within-word and across-
word phoneme models show competitive performance of the auto-
matically generated questions with our best handcrafted question
set.

1. INTRODUCTION

In the last years state tying has become a baseline feature of most
state-of-the-art speech recognition systems [2, 5, 8, 9, 12]. Most
of these systems [2, 5, 8, 12] use a decision tree based frame-
work where the acoustic model of a triphone state is determined
by a phonetic decision tree. A phonetic decision tree [1] classifies
phonemes using phonetic questions. This approach has the advan-
tage that every possible triphone state can be classified by the tree,
so any backing-off models can be avoided. The drawback is that
before the decision tree can be constructed, the phonetic questions
which categorize the phonetic context of a triphone state must be
defined. These questions are quite similar to phonetic categories
such as vowels, plosives or fricatives. However, the definition of
a phonetic question set for a new corpus is often a time consum-
ing and error-prone process. The assumption behind the choice
of phoneme classes as questions is that context phonemes which
belong to the same phonetic class have a similar influence on the
pronunciation of a phoneme. To define such classes, good pho-
netic knowledge is needed. But even then it it difficult to define
40-50 reasonable phonetic classes, a significantly smaller number
of questions would restrict the tree construction too much. So the
problem is twofold, namely thequantityand thequalityof the pho-
netic question set.

In this paper a new method is presented which automatically
defines a sufficient number of good phonetic questions for a given
phoneme set. The method first builds up a set of candidate ques-
tions which are derived from a phonetic clustering procedure. The
phonemes used for this clustering procedure can either be mono-
phones or diphones. Then this set of candidate questions is re-
duced by pruning away less important questions. The final ques-

tion set can then be used to grow a normal decision tree.
The tests presented in this paper were performed using the

RWTH speech recognition system partly described in [11, 12, 13].
The training corpus was theWall Street JournalWSJ0 corpus,
and the recognition tests were carried out on theWall Street Jour-
nal November 92 development and evaluation test corpora for the
5 000 word lexicon. The experiments we made show the following
results:

� The automatically generated question set performs at least
as well as our best handcrafted question set.

� The error rates of the diphone based method as defined in
Section 4.2 are minimally better than the error rates of the
phoneme based method.

� The question generation method also works for tasks with
a significant number of unseen triphones, e.g. across-word
models.

The paper is structured in the following way: Section 2 gives
a short overview of our baseline state tying approach, in Section 3
the handcrafted question set we are using is presented, Section 4
describes the algorithm which generates the question set, in Sec-
tion 5 the corpora and the recognition system is presented, Section
6 contains the experiments using the new method, and finally Sec-
tion 7 gives some conclusions and an outlook on possible modifi-
cations of the baseline method.

2. STATE TYING

The aim of state tying is to reduce the number of free parameters
of a speech recognition system so the remaining parameters can be
estimated more robustly. Therefore, triphone states whose emis-
sion probability distributions are very similar according to a dis-
tance measure, are tied together. These tied states share the same
parameter set which is trained using all the observations assigned
to this state set. For calculating the tying of the states, a single
Gaussian distribution is estimated for every triphone state using a
good segmentation of the data. The states are then grouped into the
root nodeAB of the initial decision tree. This node is then split-
ted using the phonetic question out of a question set which yields
the biggest likelihood improvementD(A;B) for the child nodes
A andB:

D(A;B) = LL(AB)� (LL(A) + LL(B)) (1)
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wherenX is the number of observations for nodeX, D the
dimensionality of the feature vector and�d;X the variance of com-
ponentd of nodeX. The question is assigned to the tree node, and
the triphone states are distributed over the two child nodes accord-
ing to the question. This procedure is repeated until the desired
number of tree leaves is achieved. After this construction process
the resulting decision tree is used for training and recognition.

The formula for the log-Likelihood improvement can be easily
rewritten to a form which only contains sums and square sums of
the observation vector components together with the observation
counts:
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wherey denotes an observation vector with componentsd =
1; : : : ; D, andX a state with the observation countnX .

This implies to calculate these sums beforehand to avoid a
complete training iteration for every tree construction. The ob-
vious drawback is that the segmentation of the data is not specific
for the constructed tree.

3. DECISION TREE QUESTIONS

The structure of a binary decision tree is a very simple one. It con-
sists of inner nodes which contain decision rules and outer nodes
or leaves which are labelled with the classes. To classify an object
according to its features, the feature vector is first classified by the
decision rule at the root node. This decision rule assigns the object
to the left or right subtree. Then the object is classified using the
decision rule of the subtree root node and so on. When the object
reaches a leaf, the class label at this leaf is used as the class for the
object. The decision rules or questions are generally formulated
using propositional logic as e.g.:

x4 2 A ) is featurex4 in setA ? (5)

x9 < 3:2 ) is featurex9 smaller than 3.2 (6)

The standard question set we use for english corpora is derived
from the question set descibed in [4]. It consists of 44 questions
about phonetic properties, e.g.vowelsor fricatives. This question
set was enlarged by 43 questions about special phonemes, e.g.aa
or uh, and one question about the word boundary. We also tried a
different question set listed in [5], but this set performed sligthly
worse.

Table 1 contains as a representative example some statistical
information about the 10 most important questions of a specific
decision tree clustering of left triphone states.

Table 1: Clustering of the left triphone states
question occurrences rel. gain in LL [%]

ORAL-STOP1 14 4.9
VOWEL 26 4.7
SONORANT 72 4.6
LAX-VOWEL 20 3.5
S/Z/SH/ZH 42 3.2
LIQUID 30 2.8
TENSE-VOWEL 22 2.5
R-LABIAL 44 2.2
PALATL 34 2.1
LIQUID-GLIDE 20 2.0

This ’top ten’ selection contains one the one hand very broad
phonetic classes such asvowel and sonorantand one the other
hand very specific questions such ass/z/sh/zhor palatl. This shows
that a rich and reasonable phonetic question set is likely to perform
better than a more or less random question set.

A construction method for decision trees described in [7] does
not need any phonetic questions. However, to classify unseen tri-
phones using such a tree some major extensions to the baseline al-
gorithm have to be made which use phonetic questions themselves
[10].

4. PROPOSED METHOD

The idea of the automatic question generation method is to au-
tomatically find reasonable phoneme classes that can be used as
questions in the tree construction process. These classes do not
have to have direct correspondants in the handcrafted question set,
because for automatic speech recognition the criteria for ’good’
phoneme classes can be quite different from phonetic knowledge.
In fact, it will be shown later that the ’obvious’ method for esti-
mating phoneme classes for decision tree construction is not opti-
mal. Instead, by grouping phonemes according to their similarity
as context phonemes, better results can be obtained.

To automatically derive a proper set of questions for a specific
task, we start with the same triphone states as for the tree construc-
tion process. For this state set, we calculate the sums and square
sums as described above. Then the following steps are performed:

1. The triphone states are grouped according to their central
phoneme (phoneme clustering) or to their central phoneme
and left or right context (diphone clustering).

2. These groups are then clustered using a bottom-up clus-
ter algorithm and the log-Likelihood distance measure until
only one cluster remains.

3. The intermediate clusters during the clustering procedure
are recorded.

4. These intermediate clusters are then used as a first question
set for the tying procedure.

5. After the first tying the number of occurrences and the log-
Likelihood gain for each question is used as a selection cri-
terion to reduce the number of questions.

6. Questions for individual phonemes and for the word bound-
ary are added.

7. This question set is then used to construct the decision tree
for training and recognition.



4.1. PHONEME CLUSTERING

For the phoneme clustering method all triphone states with the
same segment number are clustered. The intermediate clusters
during the clustering procedure are then taken as phoneme classes.
This is a reasonable assumption because during the clustering pro-
cedure these triphone state clusters are merged whose members,
that means the phoneme states, are very similar due to the distance
measure.

4.2. DIPHONE CLUSTERING

The idea of the diphone clustering method is to group the phonemes
not according to their similarity but to their similarity as a left or
right context. Because the main number of phonetic questions in a
decision tree is about the context of a triphone state, the grouping
of phonemes as context phonemes may be advantageous. To do
so, we take into account the tripartite structure (left part, middle
part, right part) of our phoneme models and first combine all tri-
phone states of the left part with the same central phoneme and the
same left context to left diphone states and all triphone states of the
right part with the same central phoneme and the same right con-
text to right diphone states. Then these diphone states are grouped
according to their central phoneme. Inside these phoneme groups
the same clustering method is used as for the phoneme clustering.
After the clustering thecontextphonemes of the intermediate clus-
ters are taken as the baseline phonetic question set. This gives us
about 1550 questions in the initial question set. This set is then
reduced the following way: A top-down decision tree based clus-
tering is performed and the number of occurrences and the sum of
log-Likelihood gains for each question are calculated. Due to these
numbers the intermediate question set is reduced. To prevent the
algorithm from choosing questions which are too specific for the
training corpus, we use a cross validation scheme: The triphone
set is split into two sets by chance. During the tree construction
every node contains two clusters, one with triphone states from set
1 and one with triphone states from set 2. The log-Likelihood gain
is calculated over both sets using the formula

D̂(A;B) = (D(A1; B1) +D(A2; B2)) � 
2
p
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whereXi is the subclusteri of clusterX, andN is the num-
ber of observations in all clusters. The second term is a weighting
function for the ’raw’ log-Likelihood gain which is equal to one
when the log-Likelihood gain for both subclusters is equal and ap-
proaches zero when the log-Likelihood gain gets more and more
unsymmetric. So those questions should be preferred which gave
a relatively homogenous log-Likelihood gain on both subclusters.
Due to the result of this decision tree construction the ’best’ ques-
tions are choosen and then used in a second decision tree con-
struction without any crossvalidation. This final tree is then used
for training and recognition.

5. TEST ENVIRONMENT

The speech recognition system which was employed for the tests
is also described in [11, 12, 13]. The most important properties
are:

� 16 cepstral coefficients together with 16 first and 1 second
order derivatives resulting in a 33-component acoustic vec-
tor,

� feature reduction by LDA [3],

� continuous HMM with Laplacian mixture densities,

� one single vector of absolute deviations for all distributions,

� Viterbi approximation for training,

� word conditioned search algorithm using a lexical prefix
tree in combination with a bigram language model for recog-
nition,

� acoustic rescoring using ann-best algorithm for across-
word models.

The training was performed on theWall Street JournalWSJ0
training corpus and the testing on theWall Street JournalNovem-
ber 92 5 000 word development and evaluation test corpora. The
test set contains 18 speakers and 12132 spoken words, it’s bigram
perplexityPPbi is 107.

6. EXPERIMENTS

The first experiment we performed is concerned with the ques-
tion generation method (see Table 2). In Section 4 we proposed
the phonemebased and thediphonebased question generation
method. To evaluate both methods we generated two question sets.
One question set based on the phoneme method consists of 93 gen-
eral questions which were not pruned plus 44 phoneme questions
including one question for the word boundary (phonemes). The
other question set based on the diphone method consists of the
1550 questions mentioned above which were pruned down to 100
questions plus the 44 phoneme questions (diphones). These are
compared to the results for the handcrafted question set (baseline).
“#quest” means the number of questions in the question set, “ll
gain” the log-Likelihood gain per observation vector due to the
node splitting, “D-I” the number of deletions and insertions and
“WER” the word error rate for the recognition test:

Table 2: Word error rate for phoneme and diphone method on WSJ
Nov. 92

question set #quest ll gain D-I WER
[%] [%]

baseline 88 4.20 1.3-0.7 7.1

phonemes 137 4.25 1.4-0.6 7.1
diphones 144 4.25 1.4-0.6 7.0

Obviously there is no big difference in the word error rate be-
tween the two automatic methods and the baseline method. How-
ever, the absolute difference between the phoneme method and the
diphone method is about 20 errors, which means a small advantage
for the diphone method.

The second experiment shown in Table 3 was run to find out
how many questions should be selected from the diphone baseline
question set. Therefore we have varied the threshold of absolute
log-Likelihood gain while keeping the minimum occurrence by 3.
This gave us three question set of 94, 144 and all questions.



Table 3: Word error rate for diphone method and different question
sets on WSJ Nov. 92

#quest ll gain D-I WER
[%] [%]

94 4.25 1.4-0.6 7.1
144 4.25 1.4-0.6 7.0
1548 4.30 1.2-0.7 7.0

What can be observed is that the log-Likelihood gain decreases
if only a subset of questions is used. However, the error rate is
almost the same for all three question sets. This shows that the
selection procedure seems to be reasonable for this specific task.

The third experiment shown in Table 4 was performed to test
the question generation method in combination with across-word
models. One consequence of using across-word models is a sig-
nificantly higher percentage of unseen triphones. So if the auto-
matically generated questions do not generalize as much as the
handcrafted questions, the across-word results are likely to be sig-
nificantly worse.

Using the same question set as for the within-word models, a
new decision tree was constructed which was used for across-word
training and recognition.

Table 4: Word error rate for diphone method and different word
boundary modelling on WSJ Nov. 92

ac. modelling quest. set #quest D-I WER
[%] [%]

within-word manual 88 1.3-0.7 7.1

across-word manual 88 1.0-0.8 6.4

across-word automatic 94 1.0-0.7 6.5
across-word automatic 144 1.0-0.6 6.3

The results in Table 4 show, as for the within-word models the
automatically generated questions perform as well as the hand-
crafted questions. Using more efficient selection criteria, we hope
to obtain further improvements compared to the actual within-
word and across-word results.

7. CONCLUSIONS

We have presented a new method to automatically generate a set of
phonetic questions for decision tree based state tying. This method
uses only algorithms which are fast and easy to implement. Be-
cause the results in this early phase are very encouraging, espe-
cially if the very simple question selection scheme is taken into
account, the chance of further improvements in recognition accu-
racy is high. But even if this assumption is not sound, a speech
recognition system can profit from the method. Using automatic
question generation one is able to switch very quickly to other lan-
guages without the need of a phonetic expert.

The main focus for the near future will be

� other question generation schemes,

� better question selection,

� tests on other corpora, especially for other languages.
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