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ABSTRACT

Among the different modes of operations allowed in the cur-
rent JPEG standard, the sequential and progressive modes are the
most widely used. While the sequential JPEG mode yields essen-
tially the same level of compression performance for most encoder
implementations, the performance of progressive JPEG depends
highly upon the designed encoder structure. This is due to the
flexibility the standard leaves open in designing progressive JPEG
encoders. In this paper, a rate-distortion optimized JPEG compli-
ant progressive encoder is presented that produces a sequence of
bit scans, ordered in terms of decreasing importance. Our encoder
outperforms a baseline sequential JPEG encoder in terms of com-
pression, significantly at medium bit rates, and substantially at low
and high bit rates. Moreover, unlike baseline JPEG encoders, ours
can achieve precise rate/distortion control. Good rate-distortion
performance at low bit rates and precise rate control, provided by
our JPEG compliant progressive encoder, are two highly desired
features currently sought for JPEG-2000.

1. INTRODUCTION

Images usually contain so much data that they need to be com-
pressed prior to storage or transmission. JPEG (Joint Photographic
Experts Group) is the current standard for compression and de-
compression of still, continuous tone, monochrome and color im-
ages. JPEG has four distinct modes of operation: sequential DCT-
based, progressive DCT-based, lossless, and hierarchical [1].
Progressive image transmission using the progressive JPEG
(PJPEG) mode is suitable for interactive image communication
applications over bandwidth constrained channels. The least in-
formation necessary to represent an image is transmitted with as
few bits as possible. Based on the receiver’s request, the image
is progressively reconstructed in several stages until the desired
quality is achieved. While the sequential mode provides partial
information of the full image, in the PJPEG mode of operation,
one can see a rough approximation of the input image after the
first scan has been decoded, and the image reproduction quality is
then gradually improved as more scans are decoded. The PJPEG
mode of operation is preferred in many applications [2]. In this pa-
per, we present a new PJPEG compliant encoding algorithm that
is rate-distortion (RD) optimized. The proposed algorithm pro-
duces an ordered sequence of scans that can be used to progres-
sively encode/decode an image, achieving precise rate/distortion
control and yielding relatively good compression performance at
all bit rates, including the very low bit rates. In the next section,
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we provide a description of the PJPEG progressive mode of opera-
tion. The proposed PJPEG image encoding algorithm is discussed
in Section 3. Experimental results and conclusions are presented
in Sections 4 and 5.

2. BACKGROUND: PROGRESSIVE JPEG

In the progressive JPEG (PJPEG) mode, each scan in the DCT
transformed image corresponds to a few bits of one or more co-
efficients, and therefore represents a portion of the image being
encoded/decoded. The DCT coefficients, each of which contribut-
ing differently to improving the image quality, can be divided into
many groups or decomposed into bits as specified in the PJPEG
mode, such that the reconstructed image quality increases as more
groups of bits of the DCT coefficients are received and decoded.
Two different modes are defined in PJPEG, spectral selection (SS)
and successive approximation (SA). These two modes can be used
independently or combined to provide full progression. In spectral
selection, the DCT coefficients in each8� 8 block are segmented
into frequency bands of variable lengths. Each frequency band is
then encoded in one scan. In successive approximation, the pre-
cision of the DCT coefficients of the8 � 8 blocks is reduced by
dividing them by a power of two (or shifting right their binary rep-
resentations) before encoding such coefficients. The received DCT
coefficients are decoded and multiplied by the same power of two
(or shifting left their binary representations) before the IDCT op-
eration. The precision of the DCT coefficients is increased by one
bit in each of the subsequent scans [3, 4].
PJPEG imposes a few constraints on the progressive encoder’s
structure. Such constraints, which must be satisfied by our pro-
posed PJPEG design algorithm, are described below:

� The first scan to be encoded/decoded must contain only DC
information.

� The DC and AC coefficients cannot be encoded into the
same scan.

� The coefficient numbers in the same spectral band must be
consecutive, i.e., their locations can be described by just
two points: 1) start of band and 2) end of band.

� Only the first scan of any DCT coefficient can contain more
than one bit, and the subsequent scans must represent only
one precision bit at a time.

� Encoding/decoding of a bit of a coefficient requires that the
proceeding bits of that coefficient be encoded/decoded in
advance.



3. PROPOSED PJPEG CODING ALGORITHM

Understanding the relationship between the DCT coefficients and
the reproduction quality can help us greatly design an efficient and
effective PJPEG compliant encoder. However, ordering of64 DCT
coefficients in an8 � 8 block according to subjective importance
is a very difficult task. Moreover, the bit rate usually supported by
typical low-bandwidth channels is generally so low that only the
first few more significant bits of a DCT coefficient can be encoded
and transmitted. To address the above problems, all the bits of the
64 DCT coefficients in an8�8 block are here assigned importance
levels that involve the size (i.e., bit rate) of the resulting scan and
the scan’s contribution to reducing the reconstruction distortion,
expressed in terms of the sum of squared errors. More specifically,
each bit in a DCT coefficient is assigned a rate-distortion ratio,
with numerator the reduction in reconstruction distortion, and de-
nominator the scan’s size in bits or bytes. The resulting value is
then used to associate with each bit a priority level. Taking into ac-
count the general PJPEG encoder structure, the prioritized bits are
then grouped subject to the specific PJPEG constraints, achieving
high compression efficiency and low computational requirements.

3.1. Prioritization of Bits

Assuming 8-bit input precision, each DCT coefficient will have
11-bit precision, 10 bits for magnitude and one bit for sign. Ex-
cluding the sign bit, an8 � 8 DCT coefficient block can be con-
sidered as a parallelepiped which contains8� 8� 10 or 640 bits.
An image consists of a number of these parallelepipeds, whose
bits should be encoded. The decoder assumes8 � 8 � 10 paral-
lelepipeds of all “0”s and the “0”s are replaced by the actual values
of the bits as they are decoded. Therefore, to quantify the effect of
each bit on the quality of the decoded image, the distortion associ-
ated with each bit being considered “0” is calculated1. When the
value of a bit is “0”, its associated distortion will be equal to zero
regardless of its position, as the decoder has already assumed all
the bits to have a “0” value, and decoding a “0” bit will not reduce
the reconstruction distortion. In the PJPEG coding mode, each bit
of the parallelepiped should be transmitted along with the bits at
the same position of all the parallelepipeds in an image. Thus, the
overall distortion reduction value should be equal to the sum of
the distortion reduction values associated with the bits at the same
position in all the parallelepipeds in the image, that is, the overall
distortion reduction�Di associated with theith bit is equal to

�Di =

NX

j=1

(bi;j2
pi)2; (1)

wherei = 1; 2; :::;640, N is the number of8 � 8 blocks in the
input image,bi;j is the value of theith bit of thejth parallelepiped
andpi is the position of theith bit. Encoding of bits at different
locations in the parallelepipeds also results in different scan sizes
or bit rates. Thus, a rate-distortion optimized importance measure
should involve the total distortion and bit rate values, and an ap-
propriate importance measureIi is then given by

Ii =
�Di

�Ri

; (2)

1Since the DCT is a unitary transform, the distortion in the DCT domain
is theoretically equal to that in the spatial domain.

whereIi, �Di and�Ri are the priority value, distortion reduc-
tion and scan size (or bit rate increase) associated with theith bit,
respectively. In this manner, those bits that contribute the most dis-
tortion reduction while requiring the least number of bits (smallest
scan size) are assigned the highest priority values. Based on the
priority value defined in (2), all the640 bits in a8 � 8 block can
be sorted in terms of decreasing order of priority values. Unfortu-
nately, however, the order obtained above cannot be used as-is if
PJPEG compliance is to be maintained. PJPEG requires that, for
a specific bit of a DCT coefficient to be encoded/decoded, all the
more significant (in terms of bit position in the binary representa-
tion) bits of the subject coefficient be encoded/decoded first. The
order of the bits obtained above seldom satisfies this constraint.
To devise a coding method which is PJPEG compliant, both the
priority values and the above PJPEG syntax constraint should be
considered. Taking this constraint into account, the bits should be
reordered. Figure 1 shows the first 20 bits with the highest priority
values plus extra bits that should be encodedaccording to the JPEG
constraints. Notice that the priority values associated with the first
few bits are very large, as compared to those of the other bits. Such
a feature is well-suited for low-bandwidth channels, such as those
used in wireless applications. By transmitting the bitsaccording to
the proposed prioritization method, acceptable reproduction qual-
ity is quickly obtained after receiving the first1� 4 bits.

3.2. Grouping of Bits

Encoding the bit planes according to the priority values of their
corresponding bits and the above PJPEG constraint is still not “op-
timal”, as such a method does not take into account the PJPEG
header and encoding structures. In PJPEG, a header is assigned
to each scan, carrying information such as the number of image
components and bits in the scan. If each scan contains one single
bit plane, the additional header information would be excessive,
offsetting most of the compression gain that would have been ob-
tained using such a method. Moreover, encoding/decoding640 bit
planes is not necessarily the most compression efficient method
in light of the specific coding methods allowed by PJPEG. Fortu-
nately, PJPEG allows a group of consecutive most significant bits
of a coefficient and/or bits at the same position of consecutive co-
efficients to be encoded in a single scan.
To determine which bits should be grouped together, we begin by
grouping only consecutive bits in the same DC or AC coefficient.
First, it is better (in terms of compression efficiency) to combine
all the bits of the DC coefficient into one scan. This is partly be-
cause 1) the first group of bits is encoded as in baseline JPEG, and
2) all subsequent scans must represent only one bit, which is sent
as-is for each8 � 8 block. Another reason is that only a single
header is needed when one scan represents all the bits of the DC
coefficients. Figure 2 shows the PSNR versus rate for 4 cases: no
grouping and groupings of 2, 3, and 4 most significant bits of the
DC coefficient for the imageLENA. Clearly, the PSNR increases
(for the same bit rate) as more and more bits are grouped, but the
rate of increase levels off after grouping2�3 bits. Naturally there
is a trade-off between compression and progressiveness, and we
therefore select the best balance between the two parameters.
Determining the “best” grouping method for the DC bits is rather
simple since there are only10 possible different cases. Moreover,
the same method can be applied independently to the AC coef-
ficients in a straightforward way. However, combining successive
approximation with spectral selection, grouping DCT bits can then



be performed in two directions, going from most to least signifi-
cant bits and in the zig-zag direction from the first AC coefficient
to the highest frequency AC coefficient. Obviously, the number
of possible groupings is very large. In this work, the following
method for grouping of the bits is used. First, the number of the
most significant bits of each AC coefficient that should be grouped
together is determined using the above described method. When-
ever the groups containing the most significant bits of consecutive
AC coefficients have the same number of bits, the bits of the coef-
ficients are combined to form spectral bands. The rest of the bits
of the coefficients which should be sent one bit precision at a time
are grouped into spectral bands to the extent PJPEG allows. When
two or more bits are grouped, their distortions are added. Using
the rate of the grouped bits, the priority value representing each
spectral band is recalculated. Each group is then encoded into a
scan, and all the scans are transmittedaccording to their priority
values in several stages. Finally the overall PJPEG transmission
algorithm can be stated as follows:

1. Calculate the priority values of all the bits of all the DCT
coefficients using (2).

2. Obtain the best grouping pattern, i.e., the number of the
most significant bits combined to form the first group for
each coefficient.

3. Combine the bits or group of bits as suggested above to
form spectral bands.

4. Recalculate priority values as required for each scan.

5. Order and transmit all the scans according to their priority
values in stages.

3.3. Rate Control

Rate control is the ability of coding an image up to a specified rate
[6]. Our goal here is to seek the best possible image reproduction
quality given the user-specified bit rate. As is well know, encoders
that are baseline JPEG compliant cannot achieve automatic rate
control, limiting their usefulness in many important applications.
Rate control has thus become a key desired feature of the emerging
JPEG-2000 standard.

Despite the various syntax constraints of PJPEG, precise rate
control can still be achieved. In fact, we next propose a method that
allows the above proposed PJPEG compliant encoder to maintain
high reproduction quality subject to the constraint of a fixed bit
rate. First, the bits of the DCT coefficients are ordered according
to their priority values and the PJPEG syntax constraints, as ex-
plained in the previous section. If the scan being coded is the first
DC scan or one of the first AC scans, and the size in bits of the en-
coded image is approaching the desired maximum number of bits,
the encoding is interrupted and zeros are assigned to the rest of the
bits needed for the subject scan. PJPEG has a very efficient method
of encoding a sequence of zeros by using an EOB (End Of Band)
marker. Provision is made so that we can accommodate the code
bits representing the zeros and the required markers, such that the
output bit rate never exceeds the desired one. In the later scans of
the DC value, the bits are encoded as-is [1], and it is thus wasteful
to assign zeros, as the bit rate would not be affected. Thus, if the
total number of bits required to represent the scan would result in
a bit rate that exceeds the desired one, the rate control routine in
the encoding process moves to the next first AC scan to satisfy the
required rate as described earlier.

4. EXPERIMENTAL RESULTS

In this section, our experimental results are presented. Figure 3
shows the PSNR for the PJPEG encoders based on the proposed
algorithm and sequential JPEG at medium and high bit rates for the
512� 512 imageLENA transmitted in 14 stages. As it is evident,
the performance of our algorithm outperforms that of sequential
JPEG. Figure 4 shows the same information at low bit rates. As
a matter of fact, below 0.2 bpp, the difference between sequential
JPEG and our proposed algorithm is considerable. Some of the bit
rates cannot be achieved by sequential JPEG. In the medium bit
rate, however, the performance of the two algorithms are compa-
rable. Note that sequential JPEG is designed for such medium bit
rates.
The performance of the proposed constrained rate control scheme
is shown in Table 1. The desired rates are selected to be 0.0625,
0.125, 0.25, 0.5 bpp. This table also shows the obtained bit rates.
As it is evident from the table, using the above described rate con-
trol algorithm, the obtained bit rates are very close to the desired
bit rates. The PSNR of the corresponding bit rates are qouted in
Table 2.

5. CONCLUSIONS

The progressive mode of JPEG can perform well in many im-
age transmission applications when designed efficiently due to the
flexibility that the standard allows in designing PJPEG encoders.
We developed a rate-distortion optimized PJPEG encoder that gen-
erates a sequence of ordered scans. To do this, the bits of the
image in DCT domain are ordered based on their priority values.
These bits are then grouped based on the design algorithm which
provides a good balance between compression efficiency and pro-
gressiveness resolution. We also devised a PJPEG compliant rate-
control algorithm by adding a simple control routine to the encod-
ing process. Our encoder outperforms baseline JPEG substantially
at low and high bit rates and achieves precise rate-control.
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Desired bit rate (bpp) Obtained bit rate (bpp)
0.0625 0.0618
0.125 0.125
0.25 0.249
0.5 0.499

Table 1: Rate Control Results.

Obtained bit rate (bpp) Obtained PSNR
0.0618 24.74
0.125 26.43
0.249 29.14
0.499 32.42

Table 2: PSNR for rate control.
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Figure 1: First 20 bits in descending order of priorities for the
512� 512� 8 imageLENA in DCT domain satisfying the PJPEG
constraints
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Figure 2: PSNR for the first 4 groupings of DC coefficient using
successive approximation.
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Figure 3: Comparison of the proposed algorithm with the sequen-
tial JPEG and SPHIT-EZW.
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Figure 4: Comparison of the proposed algorithm with the sequen-
tial JPEG and SPHIT-EZW at low bit rates.


