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ABSTRACT

A nonideal two-dimensional optical system, as encountered
in digital holographic data storage applications, can mod-
ify the intensity of transmitted digital data through beam
shaping, focal surface distortion, and moir´e patterns. Such
changes in intensity can have significant adverse effects on
digital data recovery at the receiver (e.g., a CCD camera).
Current research seeks to detect and correct classes of such
distortion so that recovery methods can be applied to the re-
ceived data. This paper discusses methods used to predict
the locations of bit errors in the recovered data. Prediction
information may be used as weighting information in the
recovery algorithm and in the design of channel codes. Fur-
thermore, the higher the level of distortion that can be toler-
ated in the system, the lower the cost of the corresponding
lenses, making the system more tractable for commercial-
ization.

1. INTRODUCTION

Two-dimensional digital imaging may be used in optical
computing and optical storage applications. The work pre-
sented in this paper was motivated by broader research in-
volving digital holographic data storage systems. Such ap-
plications differ from many imaging processing situations in
that the bit error rate (BER) (rather than perceptual quality,
for example) is the crucial performance criterion. The digi-
tal imaging system may thus be viewed as a two-dimensional
version of a conventional communications channel, present-
ing many of the same challenges in channel characterization
and coding.

� In the digital imaging system, an image is projected
on an appropriate “transmitter” (e.g., a spatial light
modulator, or SLM), which utilizes a grid of pixels
capable of discrete light intensity levels. The SLM
typically contains non-transmitting (“dead”) regions
between pixels.

� The image is illuminated with a light source; e.g., a
laser. The laser beam carries the information through
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Figure 1: Theoretical structure of moir´e patterns near the
distortion region.

a series of elements that introduce noise and distor-
tion: lenses, beam splitters, mirrors, and the like. These
elements comprise the communications “channel.”

� The image is captured at a receiver, typically a Charge-
Coupled Device (CCD) camera. The CCD pixels, like
the SLM pixels, have a certain amount of dead space
between. The result is that “sampling location” (i.e.,
the alignment between the SLM and the CCD pix-
els) is critical in data recovery. The captured image
suffers from moiré fringes where the SLM and CCD
pixels are ill-aligned. (Both the 1-to-1 pixel imag-
ing and 1-to-4 pixel imaging systems analyzed suf-
fer from these moir´e fringes.) Figure 1 shows how
the moiré fringes, which exist as the interference pat-
tern between two regular grids, can be made to have a
rounded shape near a high-distortion region where the
projected SLM dead-region grid exhibits curvature.

Furthermore, since the intensity recorded by the CCD
drops off as the square of distance from the focal sur-
face, a non-planar focal surface can adversely affect
the recorded image at the CCD.

For the purposes of this study, the main distinctions be-
tween the digital imaging system and the photographic imag-
ing system are the presence of the moir´e fringes and the non-
smooth nature of the data. As noted above, imaging for stor-
age or transmission of digital data differs from photographic
imaging in the nature of performance criteria. Other cru-
cial differences include the types of distortion encountered



Figure 2: The image received at the CCD when a uniform
image was “transmitted” by the SLM.

in digital storage and transmission applications, particularly
the presence of strong moir´e patterns and the statistical char-
acteristics of the data itself.

This paper describes the nature of data distortion en-
countered in optical storage and transmission systems for
digital data and presents a prototype algorithm for address-
ing one of the primary types of such distortion: the presence
of moiré patterns.

2. SYSTEM DESCRIPTION

2.1. Channel

Distortion in the optical channel falls into several categories,
including deterministic and random distortion. Figure 2
shows the result of transmitting a uniform image through
the system. Many of the effects described below can be
seen in this image.

Deterministic distortion includes shift-variant light in-
tensity. Such variation is caused by several effects, includ-
ing distortion from the lenses, finite aperture diffraction ef-
fects, back-reflections from the lenses, and source beam
shaping.

These dominant effects may be described as follows:

� Finite aperture: This effect manifests itself as concen-
tric rings in the image plane given by ([1])
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whereR is the aperture radius,k is the wave number,
� = kR, I0 is the peak intensity, andJ1 is the Bessel
function of the first kind. In the investigated systems,

as a result of the system design, only the Airy disk
(the center bright ring) of the signal is seen in the im-
age plane.

� Optical distortion: This effect includes spherical aber-
ration, coma, astigmatism, and Petzval curvature ef-
fects. Optical distortion may be estimated by a poly-
nomial in the object point height along the optical
axis (parallel to the net direction of light propaga-
tion). ([2])

� Tilt: An object plane is imaged as a plane [3], al-
lowing tilt in the system (from misalignment of mir-
rors and other elements) to be estimated in the im-
age plane. Skew/tilt in the optical distortion and finite
aperture results is assumed to be caused by tilt.

� Back reflection: Reflection occurs where the beam
enters a lens. The reflected image traveling backward
is reflected forward again by mirrors or other lenses
in the system. Since a ray entering at an angle causes
a reflection at that angle, the result may be a bright
spot in the image plane, with a less bright reflected
image appearing in a different portion of the image
plane.

Because of the relatively large number of lenses in the
investigated systems, finite aperture and optical distortion
effects appear approximately Gaussian at the CCD, as sug-
gested by the central limit theorem.

Random distortion in the channel includes dust and aber-
rations in the optical elements. Diffraction effects are seen
at the locations of these objects. By duality, point objects
cause patterns in the image plane in keeping with (1).

In the holographic data storage application, the storage
medium may also contribute other channel effects. The
data analyzed herein were imaged through a LiNbO3 crys-
tal, which does not appear to contribute significantly to the
channel distortion.

2.2. Data Recovery

The data itself may be recovered from redundancy induced
at the transmitter or from edge detail. The object of the
authors’ current research is to apply correction for channel
errors where possible and to estimate the location of data
errors where correction is more challenging. The estima-
tion of the focal surface allows several gains to be made in
processing of the received signal. Firstly, the point spread
function (PSF) can be estimated, allowing some correction
of blurring to be made. Also, the location of moir´e pat-
terns can be estimated, facilitating the use of “confidence
weights” during data decoding.

Because of the shift-variance and nonlinearity of the
channel, the investigated systems are significantly more com-
plicated than the LSI systems investigated by [4] and others



who estimate the PSF from edge and from windowed de-
tail. The work of [3] suggests methods for recovering the
focal surface through the analysis of multiple system im-
ages at different focal lengths. The system under evaluation
in this study allows only one focal image of each data set to
be recorded, limiting the applicability of such approaches.
Once the intensity variation is estimated and corrected in
the image, methods such as those suggested by [5] can be
used to recover bilevel data by detecting edge detail.

Since moiré patterns create false edges in the image plane,
they can raise the BER significantly if edge detection or
thresholding methods are used in data recovery.

3. ANALYSIS OF EXPERIMENTAL DATA

The data analyzed in this study were obtained from several
optical systems with similar arrangement but with separate
alignment. The input data were imaged on reflective 8-bit
grayscale SLMs and recorded with the use of 8-bit grayscale
CCD cameras.

The experimental data exhibit roughly two classes of fo-
cal surface error: Gaussian surface (from optical distortion)
and planar tilt. Data from the Gaussian surface class were
evaluated for this study, since tilt can be corrected through
optical alignment. The Gaussian surface test data included
bilevel random “bits” (white or black pixels), filled between
10% and 50%. The system was manually aligned for all
data sets. One third of the test data exhibited “best” align-
ment and focus, one third suffered from focus errors, and
the remaining third showed magnification errors.

Analyzed empirical data show that the fringes are most
prominent near the inflection points of the Gaussian. (The
fringes appear approximately where the first derivative has
the highest fourth of its magnitude.) This matches with the-
ory, since the maximum distortion of the grid occurs in this
region. Figure 3 shows the actual moir´e fringes in this re-
gion (compare with figure 1). Figure 4 shows the expected
fringe locations for a simulated grid.

3.1. Algorithm Description

The shape of the focal plane is estimated from the shape of
the primary beam and its back reflections. This shape infor-
mation is then used to estimate the locations of the moir´e
patterns. If the primary spot is centered perfectly on the
distortion, the spot will be distorted with circular symme-
try. Thus, the system may be aligned with the primary spot
deliberately off-center so that shaping of the spot occurs.

First, a median filter is passed over the CCD image to
remove the bit data. The location of the primary beam spot
is estimated by its intensity near the brightest area in the
filtered data. More sophisticated methods, such as those

Figure 3: A distorted region of an actual received data im-
age. Some moir´e fringes are highlighted with arrows.

Figure 4: Dark regions show the expected location of
fringes for� = 200 on a500� 500 grid.

outlined in [6], may be used in future work to locate the
primary and reflected beam spots in the image field.

The shape of the primary spot is used to estimate the
center of the distortion Gaussian and its standard deviation.
Figure 5 shows the relation between the spot shape and the
parameters of the distortion. The center of the distortion can
be approximated from rays drawn normal to the lines tan-
gent to the circle along whichd2 is measured. Because sys-
tem alignment approximately centers the optical elements
in the optical path, the distortion Gaussian is assumed to
be nearly centered on the CCD, thereby reducing the error
introduced by the estimation.

The standard deviation of the distortion is estimated as
follows: put d the spot diameter, where the spot intensity
has dropped to about 50% of its peak intensity. (This value
was chosen to attempt separation of the primary and the re-
flected spots.) Putp1 andp2 the points at which the spot
is tangent to the circles, as shown in figure 5. Thend1 =
jp1 � p2j. Note that

d2 � d =

Z
C

e�x
2=2�2dx

whereC is the contour running fromp2 to p1 on the distor-
tion surface.



Figure 5: Distortion parameter estimation from spot shape.

3.2. Analysis Results

Using the simulated grid as in figure 4, the estimated� for
the experimental data is roughly 150.

Because the algorithm uses intensity reduction to locate
the primary spot, mis-estimation of the spot shape may oc-
cur if the primary and the reflected spots are very close. It
is anticipated that an algorithm that employs intelligence to
locate the multiple spots may be able to overcome this prob-
lem in future work.

The algorithm located the primary spot without prob-
lems, but some bleed from the reflected spots still caused
problems with finding the dimensions of the spot. There-
fore, the algorithm was run with assistance (the reflected
spots were identified manually). Because of uncertainty
in the exact curvature of the primary spot,� could only
be estimated to within an order of magnitude. However,
d2=d1 correlated well to the first derivative of the Gaussian:
d2=d1 � 2:6 near the inflection point, with smaller values
near the center. Using the inflection point,� was estimated
with 20-30% error when the center of the spot was used,
and with less than 15% error when the inside edge of the
spot was used.

3.3. Discussion

The closeness of the primary and the reflected spots requires
the use of an algorithm that can locate and separate the
points. Because the tested algorithm does not employ this
strategy, some of the images result in too-large estimates
of d1, inhibiting the ability of the algorithm to estimate the
distortion parameters.

In those cases in which the spots were not too close to-
gether for spot location estimation,� could be estimated
by comparingd2=d1 for several images where the primary

spot was moved from the center of the image toward the
edge. This method could be used with a single image if the
reflected spots were also located, since the primary and re-
flected spots could be arranged to cover the image region
from near-center to edge.

Continuing study will employ more sophisticated algo-
rithms for locating the spots. It is anticipated that more ac-
curate estimates for� will be obtained with that data.

4. CONCLUSIONS AND FUTURE WORK

The digital imaging system resembles the conventional com-
munications channel in many ways. However, additional
challenges are posed by the three-dimensional nature of the
optical channel. Current results on estimating the location
of moiré fringes, leading to possible bit errors, are discussed.

The prototype algorithm presented in this paper relies on
relationships between the parametersd1 andd2 which are
unlikely to hold in a broad class of actual systems. Thus,
further work will be needed to develop an approach suf-
ficiently robust to be of significant practical value in the
prediction of the bit error distribution and in the design of
codes. Nonetheless, this first look at the problem provides
insight into properties of an optical system that may be crit-
ical in developing more practical algorithms.
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