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ABSTRACT
The recovery of code-division multiple access (CDMA) infor-

mation signals in a frequency selective fading channel is a prob-
lem of great theoretical and practical interest. This paper addresses
the estimation of an optimal (within the class of linear detectors)
multi-user CDMA receiver. A novel approach is introduced that
enables the estimation of the minimum mean-square error (MMSE)
detector in a blind setting. The MMSE detector is obtained through
a double subspace projection that exploits the subspace structure
associated with both the code of the desired user and the estimated
signal subspace of the covariance matrix for the observed signals.
The technique allows for interference rejection without requiring
the knowledge of the codes for the interferers.

1. INTRODUCTION

Direct sequence code-division multiple access (DS-CDMA) sys-
tems are currently gaining a significant share of the wireless tele-
communications market. In a DS-CDMA system, all the users
share the same temporal and spectral resources. Source separation
is made possible by spreading each user’s information bit stream
by a unique orthogonal (or quasi-orthogonal) code prior to the
transmission.

There exist two main approaches to the separation of the
CDMA signals at the receiver. Asingle-userreceiver basically
estimates the signal of a desired user by modeling the interfering
users as noise. In contrast, amulti-userdetector includes all the
users in the signal model.

A popular single-user receiver is the RAKE combiner. The
RAKE correlates the received signal with the code of the desired
user, at time instants corresponding to the time-delays introduced
by the multipath channel, and the outputs are combined to max-
imize the signal-to-noise ratio (SNR) at the receiver. Hence, the
RAKE receiver performs a matched filtering operation, both with
respect to the channel and the code of the user. As such, due to
imperfect correlation properties of the spreading codes, the RAKE
receiver is sensitive to multipath and near-far problems.

Significant improvement can be obtained with a multi-user re-
ceiver. Such a detector typically requires the knowledge of the
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codes and channels of all the users. The channels are in general es-
timated with the use of training sequences or pilot symbols, which
however reduces the spectral efficiency. Blind approaches, that es-
timate the channel without the use of training, have been proposed
as a way to alleviate this problem and are therefore of great inter-
est.

The blind multi-user CDMA detection problem is similar in
principle to the recently studied blind multiple-input multiple out-
put (MIMO) equalization problem [3, 6] for TDMA. However, a
significant advantage of blind CDMA detection over the conven-
tional MIMO problem is the availability of a rich code structure
which can be exploited to overcome the robustness and conver-
gence problems observed with blind separation methods.

The current literature on blind CDMA mainly focuses on the
channel estimation problem because it is somewhat straightfor-
ward to apply the subspace-based ideas developed for the usual
MIMO case to this context [1, 4]. In parallel, the incorporation
of blind approaches in the design of the conventional single user
RAKE receiver is also gaining attention since it offers a simple
(yet suboptimal) alternative to the multi-user methods [2, 7].

The problem of directly estimating a multi-user detector for
CDMA signals in unknown channels is perhaps more challenging.
In [5] a minimum output energy technique is used which results in
a linear receiver being close the MMSE receiver at high SNR.

In this paper we address the blind estimation of thetrueMMSE
receiver. The approach is based on the exploitation of a set of lin-
ear conditions that take advantage of 1) the subspace structure as-
sociated with the code of the desired user, and 2) the estimated
“signal subspace” of the covariance matrix for the observed sig-
nals. We show that these conditions in general fully characterize
the desired solution. A practical algorithm, based on a two-fold
projection, is introduced and evaluated by means of some numeri-
cal experiments.

2. NOTATIONS AND ASSUMPTIONS

We assume that a total number ofQ CDMA signals impinge on
an array ofM � 1 sensors. Theqth user transmits a symbol
streamsq(k) at rate1=Ts (whereTs is the symbol duration). The
symbols are assumed to be unit variance zero mean independent
and identically distributed (iid) random variables. To each user is
associated a code sequencefcq(p)gP�1

p=0
of lengthP that spreads

the symbols. The resulting (chip) sequences are denoted bydq(k)
and have rate1=Tc, with Tc = Ts=P . The received (continuous



time) base band signal at themth antenna can be written

xm(t) =

QX
q=1

LX
l=0

hqm(t� lTs)s
q(l) + "m(t) (1)

wherehqm(t) is the global channel from theqth user’s to themth
antenna, and hence includes equipment filtering, propagation ef-
fects, time delay, and also the code sequence of the user. The de-
gree of the channel is denoted byL and is assumed to be the same
for all users (L = 1 is a typical value for current CDMA rates).
The term"m(t) is an additive noise which may also contain any
residual interference.

By construction,hqm(t) is the convolution between the code
sequencecq(p) and the physical channel seen by the chip sequence,
denoted bygqm(t), and can thus be expressed as

hqm(t) =

P�1X
p=0

cq(p)gqm(t� pTc) (2)

The signal (1) received at antennam is sampled atP times the
symbol rate. Therefore, per symbol,P samples can be stacked in
a column vector as

xm(k) = (xm(kTs); : : : ; xm(kTs + (P � 1)Tc))
T (3)

Stacking the vectors (3) for all the antennas yields theMP dimen-
sional vector

x(k) = (xT1 (k);x
T
2 (k); : : : ;x

T
M(k))T (4)

In view of (1) we can write

x(k) =

QX
q=1

H
q
s
q(k) + "(k) (5)

where theMP � (L + 1)-dimensional matrixHq is the channel
matrix for userq, its((m�1)P +p+1)th row (with1 � m �M
and0 � p � P � 1) being given by

(hqm(pTc); h
q
m(pTc + Ts); : : : ; h

q
m(pTc + LTs)) (6)

In (5), sq(k)
4
= (sq(k); sq(k�1); : : : ; sq(k�L))T is the symbol

vector and"(k) contains the noise vectors for all theM antennas
and is defined in the same manner as in (3)–(4). For later pur-
poses the followingMNP -dimensional augmented output vector
is introduced:

X(k) = (xT (k);xT (k � 1); : : : ;xT (k �N + 1))T (7)

whereN is called the smoothing lag or the memory of the equal-
izer. The vectorX(k) can, similarly tox(k), be written in matrix
form. We obtain the following linear model:

X(k) =

QX
q=1

0
BBB@

Hq 0

Hq

. ..

0 Hq

1
CCCA

0
@

sq(k)
sq(k-1)

...

1
A+
0
@

"(k)
"(k-1)

...

1
A (8)

4
=

QX
q=1

H
q
S
q(k) + e(k) (9)

Note that the global channel matrixH
4
= (H1; : : : ;HQ) has di-

mensionMNP � Q(L + N). We will assumeMP � Q so
thatH can be made tall (i.e. it has more rows than columns) for
a sufficiently largeN . This makes (9) a low-rank model which is
a property that we will later exploit. We further assume that the
conditions under whichH has full column rank are satisfied [3].

3. BLIND MULTI-USER DETECTION

The problem of linear multi-user detection can be stated as fol-
lows: given the measured dataX(k), find a vectorw with MNP
entries that satisfies (or approximates):

w
�
H
q = (0; : : : ; 0; 1; 0; : : : ; 0); (10)

w
�
H
u = (0; : : : ; 0); u 6= q (11)

whereq now denotes the index of the desired source and where “*”
denotes complex conjugate transpose. Note that, while (10) corre-
sponds to channel equalization, (11) allows for the source separa-
tion. The position of the “1” element in (10) indicates the delay
of the receiver. In the presence of noise, the best (in the MMSE
sense) linear receiver with delay�, for userq is given by:

w = argminEjw�
X(k)� sq(k � �)j2 (12)

(whereE denotes the expectation operator). The detectorw found
from (12) satisfies the classical equation

Rw = r
q (13)

whereR = E(X(k)X�(k)) denotes the covariance matrix and
rq = E(X(k)sq�(k � �)) denotes the inter-correlation vector. In
what follows we introduce a subspace approach that leads to the
blind identification ofw.

3.1. Code subspace properties

Under the iid symbols hypothesis, it is found from (8) thatrq co-
incides with the(� + 1)th column ofHq. If the detector delay
� is chosen appropriately (namelyL � � � N � 1 assuming
L � N � 1), the vectorrq contains all the(L + 1)MP chan-
nel coefficients for userq, as well as(N � L � 1)MP zeros.
The point here is that, for each antennam, there exist a simple
selection-permutation matrixTm that selects the(L+ 1)P chan-
nel coefficients inrq associated with this antenna, together with
(N � L � 1)P of the zeros, and puts the selected entries in a
chronologically ordered vector so that

Tmr
q = (hqm(0); : : : ; hqm((LP +P�1)Tc); 0; : : : ; 0)

T

For notational convenience, in what follows we will assume� =
L, but the final result holds true for any admissible value of the
delay. From (2) we can now write

Tmr
q =

0
BBBBBBBBBB@

cq(0) 0
...

...
cq(P � 1) cq(0)

...
...

0 cq(P � 1)
...
0 0

1
CCCCCCCCCCA

0
BB@

gqm(0)
gqm(Tc)
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gqm(LPTc)

1
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4
= C

q
g
q
m (14)



The code matrixCq is tall, of dimensionPN � LP + 1 and is
known a priori. In contrast,gqm is unknown and contains a certain
number of non-zero entries. Note however that the knowledge of
this number is not necessary for the proposed method. Introduce
Uq, an orthonormal basis for the orthogonal complement ofCq.
Hence,Uq is of sizePN � (P (N � L) � 1). Then, from (13)
and (14), it holds

U
q �
TmRw = 0 (15)

Of course, (15) is valid form = 1; : : : ;M .

3.2. Signal subspace properties

Let us assume the additive noise is white with variance�2. The
covariance matrix of the received signal is then given by

R =HH� + �2I (16)

whereI is the identity matrix of sizeMNP . Hence,H spans a
“signal” subspace of dimensionQ(N +L). The “noise” subspace
is its orthogonal complement and can be described by theMNP�
(MNP�Q(N+L)) matrix, denoted byEn, containing the noise
eigenvectors ofR.

A very useful result is the fact the desired MMSE detector
always lies in the signal subspace, as can be shown as follows.
From (13) and (16) we have

(HH� + �2I)w = r
q

which implies
w = (rq �HH�

w)=�2 (17)

In view of (17),w belongs tospan(H) (recall thatrq is by con-
struction in the signal subspace) and it follows that

E
�
nw = 0 (18)

3.3. Algorithm

Based on the projection equations in (15) and (18)w can be writ-
ten as the solution to

0
BB@

Uq �T1R
...

Uq �TMR

E�n

1
CCAw = 0 (19)

This provides us with a total number ofMNP � Q(L + N) +
M(P (N � L)� 1) linear equations to determine theMNP un-
known entries ofw. Let us assume the following inequality to be
satisfied

Q(L+N) �M(P (N � L)� 1) (20)

(note that for a givenMP > Q, N can always be chosen to sat-
isfy (20)). The generic rank of the matrix in (19) isMNP�1 (this
fact was confirmed by numerical simulations over a wide range of
channels). Under these conditions, the solutionw to (19) is unique
and is the MMSE equalizer. Of course, in the noise free case,w

given by (19) is not unique since there exist several admissible so-
lutions to (12). The study of channel conditions under which the
rank drops compared to its generic value will be addressed in a
forthcoming paper.

In order to determinew, the projection equations (19) suggest
the optimization of the following quadratic cost function

JMMSE(w) = w
�
Aw (21)

with

A
4
=

MX
m=1

RT
�
mU

q
U
q �
TmR+ �EnE

�
n (22)

where� is an arbitrary weight that can be chosen by the user. In
order to avoid trivial solutions, some additional constraint must be
added. In the particular case of a unit-norm constraint,w is found
as the minimum eigenvector ofA. Note that whileR is estimated
using sample averaging,Tm andUq can be pre-computed.

4. NUMERICAL EXAMPLES

In this section, we validate the proposed algorithm with the means
of a number of numerical experiments. In all the simulations, we
use random channels and code sequences for all the users (note that
orthogonality of the codes is not necessary). The channel order is
taken to beL = 1 (a typical value for current CDMA systems)
and we chose the memory of the equalizer to beN = 2. In all the
experiments we use the weight� = 1. The channels for all the
users are normalized so we define the signal-to-noise ratio as

SNR= 10 log 1=�2 (23)

and quantify the performance of our algorithm in terms of the
mean-squared error (MSE) at the output of the receiver: MSE=
Ejŝq(k)� sq(k)j2.

In Figure 1 we compare the proposed algorithm with the min-
imum output energy (MOE) method presented in [5]. MOE is for-
mulated for the single antenna case only, so we haveM = 1.
As in [5], we assume a scenario withQ = 10 users and codes of
lengthP = 31. We use 256 and 512 symbols in the estimation and
assume perfect power control. We see that the proposed algorithm
shows a significant performance improvement as compared to the
MOE method, especially for low to medium-high SNRs. As the
SNR increases, the performances of the two methods become sim-
ilar, a result that is consistent with the fact that the MOE is shown
to approach the MMSE solution for a high SNR.

In Figure 2 we study the robustness of the proposed method to
the lack of power control (the near-far problem). We assume a sce-
nario where the power (in dB) decreases linearly with user index,
and there is a difference of 10dB in the power of the strongest and
weakest of the 10 users (in this case, the SNR is defined with re-
spect to the strongest user). We plot the MSE as a function of user
index, and chooseM = 4 andP = 9 to have a value ofMP=Q
comparable to the one in the previous example (512 symbols are
used in the estimation). We see a very small increase in the MSE
as the power of the users decrease. This shows that the method
is robust to near-far situations, which is indeed a desired property
of multi-user detectors as perfect power control can be difficult to
realize in practice.

In Figure 3 we show that the performance of the proposed
method approaches that of the asymptotic MMSE solution as the
number of data points increases. We use the same multiple an-
tenna scenario as above (but with perfect power control) and plot
the MSE of one of the users as a function of SNR for different
numbers of symbols together with the asymptotic curve.

5. CONCLUSIONS

In this paper we proposed a blind MMSE receiver for the detection
of CDMA sequences. The algorithm exploits the code sequence of
the desired user, through the subspace structure of the channel. It



also exploits the fact that the MMSE detector always lies in the
“signal” subspace of the channel output covariance matrix.

Numerical examples show that the proposed algorithm can
outperform other existing methods, especially in cases when the
SNR is low. The optimal choice of� for a given scenario deserves
further attention. Also, the incorporation of pilot symbols in the
criterion (21) is an interesting extension of this work.
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Figure 1: MSE as a function of SNR, for the proposed blind
MMSE and the minimum output energy (MOE) methods (Q =
10; P = 31; M = 1). Perfect power control, 256 (“*”) and 512
(“o”) symbols are used in the estimation.
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Figure 2: MSE as a function of user index for imperfect power
control (user no. 1 has power 10dB above user no. 10). The SNR
refers to the strongest user and 512 symbols are used in the esti-
mation (Q = 10; P = 9;M = 4).
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Figure 3: MSE as a function of SNR for different number of sym-
bols (512, 1024 and 2048) used in the estimation, together with
the MSE obtained using the true (asymptotic) covariance matrix.
Perfect power control (Q = 10; P = 9;M = 4).


