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ABSTRACT

This paper contains results on the design of optimum equalizers to
eliminate intersymbol interference in linear non-minimum phase
channels conveying binary signals. The optimization is with re-
spect to an open eye condition with a given delay. For causal stable
channels with non-minimum phase zeros, we argue that this prob-
lem requires only the consideration of the FIR modified channel
that has all the non-minimum phase zeros of the original channel.
We show that if this modified channel can be equalized to yield
an equalized system that is open eye with a specified delay, then
the optimizing equalizer is, in fact FIR with all zeros outside the
unit circle, and the impulse response of the equalised channel does
not extend beyond the delay. We also give a simple necessary and
sufficient condition to determine if for a particular delay, a given
channel can be equalized to achieve an equalized response that is
open eye.

1. INTRODUCTION

A classical objective in equalizer design for binary PAM is to
achieve an open eye condition to alleviate Intersymbol Interference
(ISI), [1]. The more open the eye pattern, the greater the margins
against additive channel noise that cause errors. One way of view-
ing this condition is through figure 1, whereC(q�1) andE(q�1)
are the channel and the equalizer (both stable) respectively,q is
the forward shift operator, andu(k) is an input sequence that takes
values from the setf�1; 1g. We say that the channel equalizer
combination:

H(q�1) = E(q�1)C(q�1) =

1X
i=0

hiq
�i (1)

is open eye with delay dor d-open eyeif for all binary u(k), one
has

Q[y(k)] = u(k� d);

whereQ is the binary decision device obeying:

Q[a] =

�
1 if a > 0
�1 if a � 0:

This in turn is mathematically equivalent to the requirement
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Figure 1: A channel equalizer combination

that
1X
i=0

i6=d

jhij < hd; (2)

see any classical communication text book or [2]. Clearly, to reduce
the possibility of errors, the mere satisfaction of (2) is not enough.
Rather, it is desirable thatP1

i=0

i6=d
jhij

jhdj
(3)

be minimized. In order to effect detection with small delay, it is
also desirable to have as small ad as possible while keeping (3)
small. Accordingly, this paper is concerned with minimization of
(3) and the achievability of (2) for a givend.

To explain our results, we describe more precisely the setting
of this paper. ShouldC(q�1) be stable and minimum phase, then
E(q�1) = C�1(q�1) minimizes (3) withd = 0. If C(q�1) has
any zeros on the unit circle then (see Section 2) (2) is unachievable
for anyd � 0.

The remaining interesting case is whenC(q�1) has a mixture
of zeros inside (stable zeros) and outside (unstable zeros) the unit
circle. Since the stable minimum phase part of the channel can be
cancelled by embedding its inverse in the equalizer, without loss of
generality the minimization of (3) reduces to the following prob-
lem: DesignE(q�1) to minimize (3) whenC(q�1) is a polynomial
in q�1 of degreenc with all its zeros (with respect toq) outside the
unit circle. It is this precise problem that we seek to address.

The main result of this paper provides the following surprising
conclusion. Under these conditions,for a givend, should there exist
an equalizer for which (2) holds, then the equalizer that minimizes
(3) is FIR, in factd�nc taps in length. Further, since ad-open eye
system has preciselyd zeros outside the unit circle, (see Section 2),
this minimizing equalizer must have all its zeros outside the unit
circle. Moreover, since a channel withnc unstable zeros cannot
satisfy (2) ford < nc, this result also provides a simple check as to
whether (2) can hold withd = nc. Specifically, one must simply
check if the nonminimum phase factor of the channel numerator is
nc-open eye. More generally, to check if an equalizer that achieves
(2) exists, one must solve a single linear program.



Section 2 gives the preliminaries. Section 3 states the main
results and explains its implications. Section 4 proves this result
by using results froml1optimisation and duality theory. These have
been used in a control system context in [4]. As an illustration of
the main result Section 5 gives detailed formulas for channels with
two real unstable zeros. Section 6 is the conclusion.

2. PROBLEM SETUP AND PRELIMINARIES

We first provide a result that relates the zero locations of a
system to its ability to be open eye.
Theorem 2.1 A causal stable system,H(q�1) =

P1

i=0 hiq
�i, is

d-open eye only if: (i) It has no zeros on the unit circle and (ii)
preciselyd zeros (including those at infinity) outside the unit circle.

Proof: See for example [3]

In view of the discussion in the introduction, we will work with
the following standing assumption.

Assumption 2.1 The channel

C(q�1) =

ncX
i=0

ciq
�i

has all zeros finite and outside the unit circle. Further these ze-
ros are distinct. Of these channel zeros,p are real and denoted
z1; : : : ; zp. The channel also hasn � p conjugate pairs of zeros
giving a total number of zerosnc = p + 2(n � p) = 2n � p
denotedz1; : : : ; zp; zp+1; z�p+1; : : : ; zn; z

�
n where superscript “�"

indicates complex conjugate.

The assumption of distinct zeros could be dropped; the results
given here will hold even without it, but with a more complicated
proof. Further, it is easy to show that the assumption of finite
valued zeros is without loss of generality.

To formulate the minimization of (3), take

E(q�1) =

neX
i=0

eiq
�i (4)

and setN = nc + ne, to obtain

H(q�1) = C(q�1)E(q�1) =

NX
i=0

hiq
�i: (5)

Define,

(d;N) = min
E(q�1)

PN
i=0

i6=d
jhij

jhdj
: (6)

It is readily seen that for a givenN;d, minimizing (6) is a linear
program. In particular, by a simple scaling ofE(q�1) if need be,
one can always choosehd = 1. Further, the only constraint on the
equalized system is thatits set of zeros must contain all the zeros
ofC(q�1). Then withh = [h0; � � � ; hN ]0, (d;N) is simply, the
minimum ofkhk1 � 1, subject to the constraints that

NX
i=0

i6=d

hiz
�i
l = �z�dl ; 8l 2 f1; � � � ; ng;

where the constraint for each complex zero also accounts for the
constraint for its conjugate. Note: shouldC(q�1) have multiple
zeros, these constraints must be augmented by derivative relation-
ships.

However, our goal is to optimize overall possible N. On the
face of it, this would require solving an infinite number of linear
programs of increasing dimensions. Our main result shows this to
be unnecessary.

3. THE MAIN RESULT

Our main result is as follows.

Theorem 3.1 Given a channelC(q�1) satisfying assumption 2.1,
with (d;N) as in (6), there exists a unique positive integerm �
nc � 1 such that

d > m) (d;N) = (d; d) < 1 8N � d; (7)

d �m) (d;N) � 1 8N � d: (8)

Furthermore, ifd > m then the optimizing equalized channel
H(q�1) has the form

H(q�1) =

mX
i=0

hiq
�i + q�d (9)

where at mostnc of thefhigmi=0 are nonzero.

Before proving this result in Section 4 we discuss some of its
implications. A channel can be equalized to give ad-open eye
system if and only ifd > m. A further consequence of (7) is that
for givend > m there is no reduction in (3) by using an equalizer of
order greater than the minimal order necessary to make the system
d-open-eye, namelyne = d � nc. In fact we have the following
corollary:

Corollary 3.1 Consider a channelC(q�1) satisfying assumption
2.1. Suppose for a givend, a causal stable equalizerE(q�1) that
minimizes (3) subject to (1), achieves (2). Then this minimizing
equalizer is FIR, of degreene = d� nc. Further, all its zeros are
unstable.

Proof: Since the optimizingH(q�1) of (9) is FIR of degreed
and since any stableH(q�1) inherits allnc zeros ofC(q�1), the
optimizingH(q�1) is divisible byC(q�1) to yield an equalizer
E(q�1)which is FIR of degreene = d�nc. Because of Theorem
2.1 and assumption 2.1, all the zeros of thisd � nc-tap equalizer
are unstable.

The minimum allowable value of the delayd is m + 1. In
general, computation ofm is problematic. It can be arbitrarily
large, even for a channel with a small number of nonminimum
phase zeros. At the same time to preserve this as a finite problem,
a bound given in [7] is useful. Explicit formulas form are given
in Section 5 for the case where the channel has only two, real,
unstable zeros.

An important question to be addressed is given a delayd, can
one find an equalizer that achieves (2)? The following corollary
answers this question.

Corollary 3.2 Under assumption 2.1, there existsE(q�1) for
which (2) holds, if and only if(d;d) < 1.



Clearly checking whether(d; d) < 1, requires the solution of
a finite order linear program. Further, should(d; d) < 1, then the
equalizer achieving this(d; d) also minimizes (3). Finally, since
with N = nc,E(q�1) is a constant,nc-open eyeness is achievable
with a causal stable equalizer if and only if

jcnc j >

nc�1X
i=0

jcij:

4. PROOF OF THE MAIN RESULT

The proof of Theorem 3.1 is obtained by considering a problem
which is the dual of thel1 minimization problem of (6). The dual
problem has a structure that is exploited to obtain the results. The
connection between (6) and the dual version is via the following
duality theorem, which is stated without proof. (See [5]).

Theorem 4.1 If A 2 Rr�s andb 2 Rr, then:

min
x2l1
Ax=b

kxk1 = max
�2Rr

kA0�k1�1

�0b

When applied to (6), the duality theorem yields the following.

Theorem 4.2 Under assumption 2.1, for positive integers,N;d
with N � d � nc,

(d;N) = max
�2Rnc

[��0!d] (10)

subject to

j�0!kj � 1; k = 0; 1; 2; : : : ; d� 1; d + 1; : : : ;N (11)

where

!k := (z�k1 ; : : : ; z�kp ;<z�kp+1;=z
�k
p+1; : : : ;<z

�k
n ;=z�kn ); (12)

and= denotes the “imaginary part".

Proof: In view of the discussion at the end of Section 2, one has
that

(d;N) = min
g2l1

kgk1 (13)

subject to

d�1X
i=0

giz
�i
j +

N�1X
i=d

giz
�i�1
j = �z�dj ; j = 1; 2; : : : ; n; (14)

whereg = [g0; : : : ; gN�1]
0, is related toh according to

gi = hi; i = 0; 1; : : : ; d� 1;

gi = hi+1; i = d; d + 1; : : : ;N � 1:

The duality theorem can then be applied directly to give the
desired result.

arise from the cost function
interpretation in the convex set hyperplane and a
We introduce some sets closely related to the feasible set (11):

Sl =

l\
k=0

f� 2 Rnc : j�0!k j � 1g and S = lim
l!1

Sl:

Here!k is as in (12) soSl is the set obtained from the firstl
constraints in (11) (including the “missing"d constraint ifl � d)
andS is the set obtained from infinitely many constraints (11). It is
noted in [6] thatS is compact. In addition we name thehyperplane
pairs that form the boundaries of these sets:

Hk = f� 2 Rnc : j�0!kj = 1g:

The results of this paper depend on an understanding of which
hyperplane pairsHk intersectS. The following lemma shows
that only a finite number of hyperplane pairs starting withH0 and
indexed by consecutive values ofk intersectS.

Lemma 4.1 There exists an integerm such thatHk \ S 6= ; for
0 � k �m andHk \ S = ; for k > m.

Proof:
The proof is in three parts:
1. H0 \ S 6= ;.
2. There existsk such thatHk \ S = ;.
3. If Hk \ S = ; ,thenHk+1 \ S = ;.

Proof of 1. Consider the points0 = [1; 0; : : : ; 0]0 2 Rnc . Note
that js00!

0j = 1, so s0 2 H0. Further, for allk > 0, since
jz�k1 j < 1,

js00!
kj = j<z�k1 j � jz�k1 j < 1:

This shows thats0 2 S also.

Proof of 2. Suppose that for allk, Hk \ S 6= ;. Let yk denote an
element inHk \ S. SinceS is a compact set inRnc , there is a
numberB such thatkykk � B. So, sinceyk 2 Hk,

1 = jy0k!
kj � kykkk!

kk � Bk!kk:

Taking the limitk !1 gives a contradiction sincek!kk ! 0.

Proof of 3. Suppose that

� = [�1; �2; : : : ; �p; �p+1; �p+1; : : : ; �n; �n]
0

is an element inHk+1. Consider the vector� 2 Rnc defined by

� = [�1z
�1
1 ; �2z

�1
2 ; : : : ; �pz

�1
p ; �p+1; �p+1; : : : ; �n; �n]

0

where�i = �i<z
�1
i + �i=z

�1
i , �i = �i<z

�1
i � �i=z

�1
i and

i = p+ 1; : : : ; n:
By writing each complexzi in polar form and using the angle

addition formulas for sine and cosine it is easy to check that for
any non-negative integerr,

�0!r = �0!r+1: (15)

Since� 2 Hk+1, j�0!k+1j = 1. By (15), j�0!kj = 1, so
� 2 Hk.

SinceHk \ S = ;, � is not inS. This means that there exists
an integerm such thatj�0!mj > 1. By (15),j�0!m+1 j > 1, so� is
not inS. Since� was an arbitrary element ofHk+1,Hk+1\S = ;.

The result shown in Part 2 of the proof of Lemma 4.1 is known
in the thel1 optimal control context [4, 6]: after a certain terminal
dual constraint, all subsequent constraints decay and have magni-
tude strictly less than one. Parts 1 and 3 taken together state that
each constraint before this terminal constraint, contributes to the



dual feasible set (i.e. none is redundant). Such a result appears to
be new and is needed for the present problem. We are now ready
to prove Theorem 3.1.

Proof of Theorem 3.1: Eqn (7): From Lemma 4.1,S = Sm, that
is to say only hyperplane pairsH0; : : : ;Hm determineS. Denote
byF the dual feasible set (11) for the dual problem (10,11). From
(11) the boundaries ofF are theN hyperplane pairs:
H0; : : : ;Hd�1;Hd+1; : : : ;HN . Thus if d > m, then for any
value ofN � d, all of the hyperplane pairsH0; : : : ;Hm are
boundaries ofF so thatF = Sm = S and again by Lemma 4.1,
Hd \ S = ;. Hence a cost of 1 is not attained at any point ofF so
that(d;N) = (d; d) < 18N � d:

Eqn (8): If d � m, then by Lemma 4.1,Hd \ S 6= ;. Hence
there is a point on the feasible setF where the cost function takes
on the value 1, so that(d;N) � 1 for any value ofN � d.

Eqn (9): The fact that hyperplane pairsHk for all k > m
do not contribute to the surface ofF in the dual problem (10,11),
corresponds with the solution to (13,14) havinggk = 0 for all
k > m. Then if d > m, the minimization eqn (13,14) can be
replaced by

(d;N) = min
g2l1

kgk1 (16)

whereg = [g0; : : : ; gm]0, subject to

mX
i=0

giz
�i
j = �z�dj ; j = 1; 2; : : : ; nc (17)

where complexzj are resolved into real and imaginary parts.
This is a standard scalarl1 minimization problem and it is well

known e.g. [7] that the optimal solution which we will callgopt
has at mostnc nonzero coefficients. The optimizing equalized
responseH(q�1) is then

H(q�1) =

mX
i=0

(gopt)iq
�i + q�d; (18)

which is the desired result.

5. RESULTS FOR CHANNEL WITH TWO REAL
NONMINIMUM PHASE ZEROS

For the case where the channel has only two nonminimum
phase zeros, the dual feasible setF is two dimensional and the
dual maximisation for the calculation of(d;N) can be carried
out graphically to obtain closed form solutions. Here we present
closed form solutions to the equalization problem for a channel with
only two nonminimum phase zerosz1; z2, satisfying1 < z1 < z2.
The following results were obtained using the approach in [8] and
we note that it can be applied for any configuration of two real
distinct zeros.
5.1. Closed Form Expressions

Firstly,

m =
argmin

k 2 f1; 2; : : :g

1 + z�k2

z�k1 � z�k2

: (19)

For the case whered > m,

(d;N) =
(1 + z�m2 )z�d1 � (1 + z�m1 )z�d2

z�m1 � z�m2

: (20)

The optimal equalised response is

H(q�1) =
z�d1 z�m2 � z�d2 z�m1

z�m1 � z�m2

+
z�d1 � z�d2

z�m1 � z�m2

q�m + q�d:

(21)
q�1 of degree(d� 2).

5.2. Numerical Example

With z1 = 1=0:9 andz2 = 1=0:3, the channel is

C(q�1) = (q�1 � 0:9)(q�1 � 0:3) = 0:27� 1:2q�1 + q�2:

Using eqn (19) givesm = 3. From Theorem 3.1, the channel can
be maded-open-eye only ford > 3. With d = 4, eqn (21) gives
the optimum equalized system:

H(q�1) = 0:0618� 0:9231q�3 + q�4

and the corresponding equalizer is:

E(q�1) =
H(q�1)

C(q�1)
= 0:0623 + 0:2769q�1 + q�2:

6. CONCLUSION

In this paper we have applied results onl1 optimisation and
duality to the problem of designing channel equalizers which elim-
inate intersymbol interference in a linear discrete-time channel
carrying binary signals. The main result is that for a given chan-
nel there is a lower boundm + 1 on the delayd which must be
allowed before the signal can be resolved; that this delay ofm+1
is achievable; and that the optimum equalizer in this case yields an
equalized response of lengthd.

We also show that the determination of whether (2) is achiev-
able for a given delayd reduces to the solution of a simple linear
program.
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