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ABSTRACT

We propose an algorithm to detect scene changesin avideo
sequenceinthe compressed domain. We defineafeature vec-
tor extracted from each frame that we call the generalized
trace. We examine various ways of processing the general-
ized traceto determinethetemporal location of scene changes
in avideo stream.

1. INTRODUCTION

Due to the rapid advances in compression technology and
imaging hardware, the expansion of low-cost storage media,
and the explosion of the Internet, the availability of digital
video “for everyone’ is now possible. The demand for di-
gital videoisalso increasing in areas such as video telecon-
ferencing, multimediaauthoring systems, education, and vi-
deo-on-demand systems. Some have even identified the wi-
despread use of digital video and images as the second re-
volution in communication, the first being the invention of
printing.

Thetechnol ogy for organizing and searching images and
video based on their content is still in itsinfancy. Thisis
especialy true in multimedia applications where the diffi-
culty of searching and editing data is often the largest cost
factor. The first step to extract content-based information
from a video sequence is detecting scene changes or shot
boundaries. A shot is defined as a collection of contiguous
frames grouped together that depict asingle scene or camera
operation or contain a distinct event or action. Once shots
are identified, representative key frames may be extracted
and the shots may be clustered to obtain hierarchical views
of the video.

Recently, detecting shots in the compressed video
domain hasgained alot of attention. Patel and Sethi [1] have
used a? techniquebased onintensity histogramsof | frames
to detect scene changes. Shen and Sethi [2] have applied the
technique which was proposed by Zabih, et. al. [3] to the
compressed domain by combining it with their compressed
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domain edge detection algorithm. Thismethod usesthenum-
ber of entering and exiting edge pixel sto find scene changes.

Zhang, et. al. [4] used the normalized inner product of vec-

tors consisting of predetermined collections of DCT coeffi-

cientsfromanumber of preset regionsin aframe. They then

use a global threshold to detect scene changes. Yeo and Liu

[5] detect scene changes by using both pixe differences and

[uminance histograms based on DC-images extracted from

the compressed video stream.

Workingdirectly inthe DCT domain has anumber of ad-
vantages: First, by removing the decoding/coding step and
working with a much lower data rate, computational com-
plexity isgreatly reduced. Secondly, agreat deal of informa-
tion, such as motion vectors and block averages, which may
be of use in detecting shots is available in the data stream.
Lastly, manipul ationin the compressed domain providesthe
flexibility to accommodate dynamic resources and hetero-
genous qudity of service requirements, whichisparticulary
important for Internet and video-on-demand applications.

2. THE GENERALIZED TRACE

Given avideo stream, V', composed of N frames, {f;}, we
define the generalized sequence trace asfollows: Let &; =
[1;2; - 7,]7 beafeature vector extracted fromthepair
of frames { fi, fi+1}. For thiswork we have used two fea-
tures, hence n = 2. The generalized trace, d, for V' isthen
defined as
di = || & — Fia |l (2)
The image formed by the DC coefficients of the DCT for a
frame in a MPEG sequence is known as the dc-image. The
sequence of dc-images corresponding to the original video
stream is known as the dc-sequence. The dc-image can be
obtai ned directly from the M PEG stream for theintracoded |
frames, but the DC coefficients are not directly availablefor
the intercoded B and P frames because motion compensa-
tionisused for these frames. Motionvectors may be used to
estimate the DC coefficients. We have used the method de-
scribed in [6] to estimate the dc-images for B and P frames.
After the dc-sequence is obtained, the luminance histo-
gram of each dc-imagein the sequenceisthen obtained. The



[uminance histogramisaval uabletool in comparing two im-
ages and has been used extensively in detecting scene
changes [1], [5]. We then define our first feature to be the
the dissimilarity measure based on the histogram intersec-
tion, H, of the dc-images as

>y min(hi(5), hiri (5))
> hisa (9)

)

where h; and h;4, aretheluminance histogramsfor frames

fiand f; 11, respectively, and K isthe number of bins used.

It was shownin [7] that if the two images that are compared
have the same number of pixeds, 7', that isif

r1; =1—H(hi, hiy1) =1—

K K
Zm(j) = th(j) =T 3)

then the histogram intersecti on-based dissimilarity measure
isequivalent to thecity-block metric. Hence, when compar-
ing dc-images, the first feature may be written as

1 K
21 = op D 1) = hipa (5)] (4)
i=1

The second feature that we have used isthe absol ute va-
lue of the difference of standard deviations, for the lumin-
ance component of the dc-images, i.e., 2 = |o; — 511

where 1
of = HZZ(YNJ) —p)? ©)
i

and  isthe mean value of the luminance of the dc-image.

These two features were chosen for a number of reas-
ons. First, they are easy to extract. In addition, having both
hi stogram-based and pixel-based techniquesis desirable be-
cause they complement each other’'s weaknesses.
Pixel-based techniques may givefdsedarmswhenthereare
moving objects and camera movement in the frames.
Histogram-based techniques are fairly immune to these ef-
fects but they may miss scene changesif the luminance dis-
tribution of the frames do not change significantly. Another
way to comparethesimilarity of two frames, which hasbeen
used often in the literature, is the y? similarity measure[1].
We have not included it in our feature list because it gener-
aly hasahigh false alarm rate,

The generalized trace for two videoclips are shown in
Fig.1 and Fig.2. Here, the trace has been normalized such
that the maximum value equals 1. The wide peaks in the
generalized trace plot of the “tv2” sequence correspond to
scene changeswherethereisfirst afade out to ablack frame
and then a fade in to another scene. Narrow peaks corres-
pond to cuts. Dissolve scene changes fall somewhere in
between, as seen from two dissolves near frames 490 and
600.
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Figure 1. The generalized trace for “tv1”
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Figure 2: The generalized trace for “tv2”

3. SCENE CHANGE DETECTION

Generdly, after a dissimilarity measure is derived from the
video sequence, most work use sometypeof global threshold-
ing technique to detect the scene changes[4],[1]. Simpleas
this approach may be, a priori sdection of the
threshold is a problem since scene change is a local activ-
ity. Consideringthisfact, others have used diding windows
to process the data and detect shots [5]. We approach the
problem differently. Noting that the edges of the general-
ized trace correspond to scene changes in the video stream,
we pose the scene change detecti on problem as aone dimen-
sional edge detection problem. A number of techniques are
availableto detect theedges of a 1D signal. We have chosen
to useamethod based on mathematical morphol ogy because
morphological techniques are aso useful in later stages
where the detected scenes changes are to be classified.

The building blocks of morphological methods are the



two operations of erosion and dilation[§]. There are various
ways to extend the basic binary erosion and dilation opera-
tionsto multilevel,i.e. grayscalefunctions[9]. Based onthe
umbrarepresentation of signals, we have used the following
extension methodology: Let d;, i = 0,...,N — 2 bethe
generalized trace, as defined above, and let s;, j = 0, ... -
L — 1 be another signal, known as the structuring el ement
(SE), with theassumptionthat N — 1 > L. Thegray-scale
erosion of d; by the SE isthen defined as

(@es)i)= min_di+j)—sG) (6

7=0,..,L-1
fori =0,...,N—L—1. Similarly, thegray-scaledilation
isdefined as

(d®s)(i) = max

J=imL41,.. d(j) +sli=J) 0

fori = L —1,L,...,N — 2. When the length of the SE,
L, issmall, the shape of the SE is not important, hence we
have chosen a SE having a constant value of 1. Also, we
have used arelatively small SE of length /. = 3 for ease of
computation.

Based on these two operations, we define the gradient by
dilationas g* = (d & s) — d and the gradient by erosion as
g~ = d— (d & s). Themorphological laplacian, A(d), is
then given by

Ad) =gt —g" = ((d®s)—d)—(d~ (d©s)) (8)
Themorphological 1aplacian for the“tv2”" sequenceisshown
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Figure 3: The morphological laplacian for the “tv2" se-
quence

in Fig.3. It can be shown that A(d) isan approximation to
the second derivative of d [10]. The zero crossings of A in-
dicate the location of the edges of the generalized trace, and
hence where scene changes occur. Inorder toisolatethezero

crossings due to edges from the ones due to noise, we pro-
ceed as follows: Suppose there is a zero crossing between
thei'thand i + 1'th frames, i.e A; - A1 < 0. IF|A; —
A;i11| > t, wheret isathreshold, thenweindicatethat there
isan edge at thei'th frame. One can find the best threshold
automatically by varying ¢ and counting the edges detected.
A plotwhichisuseful for such aprocedureisshowninFig.4.
Weseethat thebest valueof ¢ isapproximately 0.4. Afterthe
edges are detected, we check for spurious edge pointsbased
on the fact that edges that are less than D frames apart can-
not possibly correspond to scene changes. We have used the
vaue D = 10 inthiswork.
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Figure 4: ¢ versus the number of edges detected for “tv2”
sequence

4. RESULTS

Theresultsof using the proposed algorithmon the“tv1” and
“tv2” sequences are shown in Fig.5 and Fig.6, respectively.
All of the scene changes for the “tv1” sequence are detected
whereas one is missed in the “tv2” sequence. The missed
change was a dissolvetype of scene change near frame 600.
Thiswas adissolvefrom an object to a close up view of the
same object so there was little change in the color content
and object position. Additional features have to be consi-
dered to make the generalized trace more sensitive to such
subtle changes.

5. CONCLUSION

We have proposed a new method of detecting scene changes
in the compressed domain. After feature vectors are extrac-
ted for DC-images, the generalized sequence trace was ob-
tained. We are investigating the use of more features and
using the generalized trace for identfying scene content. A
postscript version of thispaper isavailable at
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