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ABSTRACT

Studies have shown that distortion introduced by stress or
emotion can severely reduce speech recognition accuracy.
Techniques for detecting or assessing the presence of stress
could help neutralize stressed speech and improve robust-
ness of speech recognition systems. Although some acous-
tic variables derived from linear speech production theory
have been investigated as indicators of stress, they are not
consistent. In this paper, three new features derived from
the nonlinear Teager Energy Operator (TEO) are inves-
tigated for stress assessment and classi�cation. It is be-
lieved that TEO based features are better able to re
ect
the nonlinear air
ow structure of speech production un-
der adverse stressful conditions. The proposed features
outperform stress classi�cation using traditional pitch by
+22:5% for the Normalized TEO Autocorrelation Envelope
Area feature (TEO-Auto-Env), and by +28:8% for TEO
based Pitch feature (TEO-Pitch). Overall neutral/stress
classi�cation rates are more consistent for TEO based fea-
tures (TEO-Auto-Env: � = 5:15, TEO-Pitch: � = 7:83)
vs. (Pitch: � = 23:40). Also, evaluation results using ac-
tual emergency aircraft cockpit stressed speech from NATO
show that TEO-Auto-Env works best for stress assessment.

1 Introduction
It is well known that the performance of speech recognition
algorithms is greatly in
uenced by the environmental condi-
tions in which speech is produced. Factors which in
uence
recognition performance include background noise, commu-
nication channel variations, and environmental task stress
or emotion. Examples of adverse environments include air-
craft cockpits, 911 emergency telephone calls, factory en-
vironments, or speech from controlled experiments such as
amusement park roller coaster rides. It is suggested that al-
gorithms, which are capable of estimating and assessing the
environmental conditions of speaker, channel, and acoustic
environment, would be bene�cial in the formulation of more
e�ective speech recognition algorithms in adverse environ-
mental conditions.
Although signi�cant research has been conducted on

background noise and channel estimation for speech recog-
nition, there has been limited work performed in the area of
stress classi�cation and assessment. The majority of studies
in the �eld of speaker stress analysis have concentrated on
pitch, and spectral features derived from a linear model of
speech production [4, 1, 2]. The number of studies in stress
classi�cation is more limited. One recent study [6] consid-
ered stress classi�cation using (1) estimated vocal tract area

pro�les, (2) acoustic tube area coe�cients, and (3) Mel-
cepstral based parameters (MFCC) including a new feature
based on the autocorrelation of the MFCCs (AC-mel). A
later study showed that by using target driven features and
context dependent phoneme neural networks, stress classi-
�cation performance could be measurably improved. Other
acoustic features which have also been shown to be useful as
indicators of speech under stress include fundamental fre-
quency (F0), phoneme duration and intensity, glottal source
structure, and vocal tract formant structure [4].
Our focus here, is to remove word level dependency in

the stress classi�cation task, and thereby concentrate on
linear or nonlinear excitation characteristics. One previous
study [5] considered stress classi�cation using a nonlinear
feature, where the shape of a pitch normalized Teager En-
ergy Operator (TEO) pro�le was used. Good performance
was obtained for speech produced under angry, loud, clear,
and Lombard e�ect1 speaking conditions. That study, how-
ever, was limited to binary stress classi�cation of vowels.
In this study, we propose three new features which

incorporate TEO based processing, they are the TEO-
decomposed FM Variation (TEO-FM-Var), Normalized
TEO Autocorrelation Envelope Area (TEO-Auto-Env), and
TEO based Pitch (TEO-Pitch). These features explore the
prospects of variation in the energy of air
ow characteristics
within the vocal tract for speech under stress. We compare
the performance of TEO based features to traditional pitch
information for the task of stress classi�cation. We also per-
form an open stress assessment evaluation on actual speech
under stress from NATO RSG.10 (SUSAS, SUSC-0)2.

2 TEO Background
Traditional linear acoustic theory assumes that air
ow from
the vocal folds propagates through the vocal tract as a plane
wave, where vocal fold motion or vocal tract constrictions
is considered the source of speech production. According
to studies by Teager [3], however, this assumption may
not hold since vortices are distributed throughout the vocal
tract. Teager suggested that the true source of speech pro-
duction is actually the vortex-
ow interactions, which are
nonlinear. To measure the energy from speech, which is pro-

1Lombard e�ect occurs when a speaker produces speech in

the presence of acoustic background noise. The speaker modi�es

their speech in order to increase communication quality over the

noisy environment.
2For further information on NATO RSG.10 e�orts

on stress, see their speech under stress web page:

http://www.ee.duke.edu/Research/Speech/stress.html.



duced by a nonlinear process, Teager developed an energy
operator, which was described by Kaiser [7, 8] as follows,

	[x(n)] = x2(n)� x(n+ 1)x(n � 1); (1)

where 	[�] is the Teager Energy Operator (TEO), and x(n)
is the sampled speech signal.
The TEO is typically applied to a bandpass �ltered

speech signal, since its intent is to re
ect the energy of the
nonlinear energy 
ow within the vocal tract for a single res-
onant frequency. Under this condition, the resulting TEO
pro�le can be used to decompose a speech signal into its
AM-FM components within a certain frequency band via,
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where y(n) = x(n)� x(n� 1);	[�] is the TEO operator as
shown in Eq. 1, f(n) is the FM component at sample n, and
a(n) is the AM component at sample n [9].

3 Stress Classi�cation Features
3.1 TEO-FM-Var: FM Variation
Our previous studies have shown that vowels spoken un-
der stress generally have more instantaneous pitch varia-
tions than vowels spoken under neutral conditions. This
suggests that features which represent �ne excitation vari-
ations, would be useful for stress classi�cation. To some
extent, it is believed that these variations are due to the
e�ects of modulations. According to the work of Maragos,
Kaiser, and Quatieri [9], the TEO is a nonlinear di�erential
operator that can detect modulations in the speech signal
and further decompose the signal into its AM and FM com-
ponents. It is not di�cult to understand that the AM/FM
decomposition of a speech signal over a wide bandwidth
will not provide correct estimation of the real modulations.
AM-FM signal analysis requires a carrier frequency which
must be higher than the modulating frequencies within the
signal. Since we are interested in �ne excitation variations,
we �lter the raw input speech through a Gabor bandpass
�lter (BPF) centered at the median fundamental frequency,
F0, with a bandwidth of F0=2. The average magnitude dif-
ference function (AMDF) is employed to estimate the me-
dian fundamental frequency, F0, based on the TEO pro�le
of the entire input. After the Gabor BPF, the TEO is per-
formed and the resulting pro�le is used to separate the input
speech signal into its AM and FM components using Eq. 2
and Eq. 3. A 
ow diagram for extracting the TEO-FM-Var
feature is shown in Fig. 1.
We believe that the FM component of stressed speech

should have greater 
uctuations than that of neutral speech
due to the more instantaneous pitch variation present in
stressed speech. While it might seem straightforward to
apply a standard pitch estimation algorithm to estimate
these variations, the large and erratic pitch changes under
stress cause traditional estimation algorithms to fail, thus
requiring human pitch labeling. An alternative is to use

the FM variation of each frame as the feature for stress
classi�cation as illustrated in Fig. 1.
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Figure 1: TEO-FM-Var Feature Extraction

3.2 TEO-Auto-Env: Normalized TEO

Autocorrelation Envelope Area
The second feature, named TEO-Auto-Env, also re
ects the
instantaneous excitation variations of speech. A 
ow dia-
gram is shown in Fig. 2. This feature is based on the idea
that the presence of stress may a�ect modulation patterns
within the frequency bands of speech di�erently. It is ob-
tained by passing the raw input speech through a �lterbank
consisting of 4 bandpass �lters (BPF). Each BPF output
stream is processed by a TEO to estimate each pro�le. Our
experiments show that the TEO pro�le of an AM-FM signal
has the same periodicity as the modulating signals. Further-
more, the TEO pro�le periodicity is generally dominated by
an amplitude modulating signal frequency. This explains
why the TEO pro�le re
ects the same periodicity as the
pitch pro�le since both are a�ected by amplitude modula-
tions. Therefore, we obtain a feature representing the �ne
pitch variation by analyzing the TEO autocorrelation enve-
lope. If we consider the fact that pitch is a slow-changing
variable, we can bandpass-�lter each TEO output stream
through a Gabor BPF centered at the median F0, with the
3dB bandwidth being roughly F0=2. F0 is obtained us-
ing the AMDF based pitch detection method on the TEO
pro�le instead of the raw speech. Subsequently, each Gabor-
�ltered TEO stream is segmented into frames. In order to
have equivalent averaging e�ects, the frame length is set to
4 times the median pitch period. Furthermore, the normal-
ized autocorrelation function is computed for each frame.
If there is no pitch variation within a frame, its normalized
autocorrelation function should be a damped sinusoidal re-
sponse with a straight line envelope. The area under the
ideal envelope (without pitch variation) should be the same
for each frame for a speci�ed vowel, that is, N=2, where
N is the frame length. In the case when pitch variation is
present in a frame, its normalized autocorrelation envelope
will not be an ideal straight line, and hence the area under
the envelope will not be N=2. By computing the area under
the normalized autocorrelation envelope and normalizing it
by N=2, we can obtain 4 normalized TEO autocorrelation
envelope area parameters for each time frame (i.e., one for
each frequency band). This represents the TEO-Auto-Env
feature per frame.

3.3 TEO-Pitch: TEO based Pitch
Unlike the previous two features, the TEO-Pitch feature is
a direct estimate of the pitch itself as opposed to a sec-
ondary parameter for representing frame-to-frame excita-
tion variations. Since it is very di�cult for current avail-
able techniques to correctly detect pitch of speech under
stress, especially under extreme stress, we �rst apply the
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Figure 2: TEO-Auto-Env Feature Extraction
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TEO to the raw vowel speech. As explained in Sec. 3.2,
the TEO pro�le has the same periodicity as pitch. Fur-
thermore, experiments determined that it generally showed
better periodicity than raw stressed speech. Since we found
that pitch usually falls within the extreme range of 50Hz to
750Hz (female speech from actual high stress can have pitch
as high as 700Hz), the TEO pro�le is bandpass �ltered over
(50:750Hz). As shown in Fig. 3, after the BPF and seg-
mentation, a normalized cross-correlation function (NCCF)
and dynamic programming [10] is applied to detect the
pitch structure. Here the waveform is �rst down-sampled,
and candidate peaks in the NCCFs are determined. Sub-
sequently, the peaks are �ne-tuned by using the NCCF of
the original waveform (before down-sampling). The candi-
date frame-based pitch periods are determined by the av-
erage distance of two neighboring peaks within that frame.
Finally, dynamic programming is employed to decide the
pitch of each frame.

4 Evaluations
In this study, evaluations were conducted using the SUSAS,
Speech Under Simulated and Actual Stress database.
SUSAS consists of �ve domains spoken under a wide range
of stresses and emotions. In our experiments, the follow-
ing subset of SUSAS words were used: \freeze", \help",
\mark", \nav", \oh", and \zero". Angry, loud and Lom-
bard styles were used for simulated stress (speakers were
requested to speak in that style; 85dB SPL pink noise
played through headphones was used to simulate Lombard
e�ect). Data for actual stress were selected from the subject
motion-fear domain. In the actual domain, a series of con-
trolled speech data collection experiments were performed
with speakers riding amusement park roller coaster rides.
Background noise levels and stress levels were monitored
during the completion of each ride. Since the TEO is more
applicable for vowels than for consonants, only voiced vowel
sections of all word utterances were used for evaluation. All
speech tokens were sampled using a 16-bit A/D converter
at a sample rate of 8 kHz. A baseline 5-state HMM-based
stress classi�er with continuous Gaussian mixture distribu-
tions was employed for the evaluations. For the purposes of
comparison, the traditional pitch feature was used based on
the algorithm proposed in [10].

4.1 Simulated Stressed Speech
For each stress style, we trained an HMM model for each
word vowel using 18 tokens from 9 speakers. One neutral

HMM model per word was trained using 18 neutral tokens;
and 90 neutral tokens per word were used for pairwise test-
ing between neutral and stress style trained HMMs. Since
only 18 stressed tokens per word for each style are avail-
able, a round-robin method was employed for training and
scoring. A total of 648 tokens were used for open test eval-
uation. The results are shown in Fig. 4. The results show
that while traditional pitch characteristics are important for
speech under stress, they are not consistent for stress clas-
si�cation, especially under milder forms of simulated stress.
TEO based features were always more e�ective in neutral
and stress speech classi�cation, with improved performance
for the TEO-Auto-Env and TEO-Pitch features.

C
L

A
S

S
IF

IC
A

T
IO

N
  

R
A

T
E

10

30

50

70

90
LOMBARD

80

100

60

40

20

0

76

94

81

90

70

TEO_FM_Var

NEUTRAL

67

48

77

41

62

70

76
73 74

85

79
83

85 85

TEO_Auto_Env

87

94

88 86

NEUTRAL

LOUD

TEO_Pitch

45

60

40

63

29

42
44

89
93

Pitch

ANGRY

SIMULATED DOMAIN ACTUAL DOMAIN

ACTUAL

MEAN :
STAND. DEV. :

m = 60.8%
 = 14.30

m = 86.3%
 = 7.83

m = 80.0%
 = 5.15

m = 57.5%
 = 23.40

Figure 4: Pairwise Stress Classi�cation Results
(Mean and standard deviation of overall neu-
tral/stress classi�cation rates are shown)

4.2 Actual Speech Under Stress
Next, an evaluation was performed using the actual domain
of SUSAS. For this evaluation, we used 7 speakers produc-
ing 20 tokens of \freeze", 9 tokens of \help", 16 tokens of
\mark", 16 tokens of \nav", 15 tokens of \oh", and 18 to-
kens of \zero" for neutral and actual stressed conditions,
respectively. A total of 188 tokens were used for open test
evaluations. Since the speech data from the actual stress
domain contained background noise, a previously formu-
lated speech enhancement method was �rst applied as a
pre-processing phase [11]. Round-robin training and scor-
ing was employed for both neutral and actual data (pairwise



Sentence Subjective Stress Vowel HMM Likelihood Evaluation Score of Stress Level

(from Mayday2 of SUSC-0) Level (1-10) Extracted (neutral) \|"  ! \+" (stress)

(Extracted Phonemes Listed as \I") (Listener Test) for Use TEO-FM-Var TEO-Auto-Env TEO-Pitch Pitch

Avionics lIght hydraulic oil pressure 2.32 /AY/ {0.1530 {1.8530 {1.4670 {2.9740

light engine indicators are ...

Okay give me immEdiate vectors 6.15 /IY/ 0.0290 0.0330 {0.1100 0.0390

this is an emergency I'm engine out

I'm hOt I need the cable ... 7.95 /AA/ {0.0320 0.2450 0.0070 {0.1400

MAn I thought I was gone 5.55 /AE/ {0.0120 {0.9080 1.5140 0.5300

Table 1: Evaluation Results of Stress Assessment Using SUSC-0 Database

test results shown in Fig. 4). Since the stress level of speech
for the actual domain is far more severe, stress classi�cation
rates were generally higher. Performance for direct pitch
feature was better than that under simulated stress, how-
ever, some human interaction was needed to ensure proper
pitch estimates. The results for the three nonlinear TEO
based features were comparable to that under simulated
stress, with TEO-Auto-Env and TEO-Pitch features per-
forming the best. These results suggest the consistency of
the TEO features from simulated to actual speech under
stress domains.

4.3 Evaluation with SUSC-0
In addition to the above evaluations with the SUSAS
database, we evaluated stress assessment performance of
the proposed features using SUSC-0 database. SUSC-0 is
a stressed speech database from NATO, which consists of
actual aircraft pilot communications under emergency situ-
ations. In this evaluation, we extracted 4 sentences from the
Mayday2 test portion. Mayday2 contains speech data be-
tween a pilot and controller collected from the initial ground
aircraft system check, through preliminary discovery of en-
gine problems during 
ight, followed by emergency pilot
actions to correct engine emergency, until safe resolution of
the emergency. Table 1 summarizes the text and degree of
stress obtained from a formal listener test of the selected 4
sentences. For the listener evaluation, 10 subjects rated the
SUSC-0 speech utterances on a scale (1 : 10), using neutral
(1) and actual (10) stress tokens from SUSAS as listener
judgment anchors. From each sentence, we extracted one
vowel for the evaluation. Each feature discussed in Sec. 3
was extracted and submitted to the corresponding neutral
and actual vowel HMM models of the word \help", trained
for the previous evaluation in Sec. 4.2 (note vowel indepen-
dence for this test). Here the actual stress HMM represents
the speech under the extreme stress conditions. If a fea-
ture is able to assess the degree of stress regardless of the
text, the di�erence between the likelihood scores from the
actual stress and neutral HMMs should indicate the degree
of stress. It is suggested that the level of stress will be more
severe as the di�erence in HMM likelihood scores increases.
The resulting score di�erences are shown in Table 1. The
TEO-Auto-Env feature re
ects the same stress level varia-
tion trend as observed in the listener test, While the others
were less successful.

5 Conclusions
In this study, we proposed three new Teager Energy
based nonlinear features, TEO-FM-Var, TEO-Auto-Env,

and TEO-Pitch, for stress classi�cation and assessment.
TEO based features strive to re
ect the variation in non-
linear air
ow excitation of speech under stress. Evaluation
results using the SUSAS database showed that the TEO-
Pitch feature is the best for stress classi�cation of loud,
angry, and Lombard e�ect. Although traditional pitch can
work very well for extreme stress, the TEO-Pitch feature
performs more consistently, with overall stress classi�cation
rates of (Pitch: m = 57:5%; � = 23:40) vs. (TEO-Pitch:
m = 86:3%, � = 7:83). In addition, evaluation results
with NATO SUSC-0 database showed that the TEO-Auto-
Env feature is the best for actual stress assessment, while
TEO-FM-Var feature was less reliable. We conclude that
the TEO-Auto-Env feature is a promising feature for both
stress classi�cation and assessment, and we believe its per-
formance could be further improved by increasing the num-
ber of �lterbank partitions to better re
ect subtle energy
changes across frequency for excitation.
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