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ABSTRACT

We propose a new algorithm for estimating the interference-
-plus-noise covariance matrix for beamforming in a cellular
CDMA system in a fading channel. The method uses direct
PN sequence signal cancellation. We show in theory that
our method outperforms that of [1,2] for �nite input data.
The results, con�rmed by simulation, show that we get im-
proved DOA estimates and SINR with lower computational
requirements.

1. INTRODUCTION

Using a base station antenna array in cellular code-division
multiple-access (CDMA) communications systems can po-
tentially increase system capacity by several fold [1]. Beam-
forming shows great potential for improving signal to inter-
ference and noise ratios (SINR) which in turn increases cell
capacity. To perform optimum SINR beamforming, we need
to estimate an array response vector and an interference-
noise (IN) covar iance matrix [3]. Currently, estimation
of the IN covariance matrix for optimum beamforming re-
quires great computation [1,2]. As a result, sub-optimum
beamforming (maximum SNR) is used which does not re-
quire the IN matrix . However, when the number of users
is not very large and the distribution of users is not uni-
form, there is a large gap between maximum SINR and
maximum SNR beamforming. We propose a direct method
to estimate the interference-noise covariance matrix which
inc reases SINR and decreases computation compared with
[1,2]. Since DOA estimation of mobiles is also improved, the
method can potentially be applied to transmit beamform-
ing in the down-link. This paper is organized as follows:
Section II describes our system model and in Section III
our algorithm is compared with [1] through analysis and s
imulation.

2. SYSTEM MODEL

Here we consider the reverse (mobile to base station) link
with Rayleigh amplitude fading, path loss, shadowing, and
perfect power control in a generic cellular CDMA system.
First we consider single path case. Assuming a narrow band
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signal model, at time t, the baseband signal received at the
M-element antenna array for the ith user is:

xi(t) =

NX
j=1

cj(t� �i;j)bj(t� �i;j)
p
Pj(t)aj(t) + n(t) (1)

where N is the total number of in-band mobiles, cj(t) is the
pseudo noise (PN) sequence for the jth mobile de�ned as

cj(t) =

1X
l=�1

cj;lp(t� lTc) (2)

Tc is the chip period, p(t) is the chip pulse assumed to be an
arbitrary time -limited waveform. PN chips are modelled as
i.i.d random variables taking values �1 with equal probabil-
ity, bj(t) is the information bit sequence of the jth mobi le,
�i;j is the di�erential time delay of the jth mobile relative to
that of the ith mobile , vector n(t)� N (0; �2I) represents
i.i.d Gaussian thermal noise, Pj is the total power received
at the base station of the jth mobile, and aj(t) is the array
response vector of jth mobile whose time-varying DOA is
�j(t). Without loss of generality, for all i=1,2,...... N and
j=1,2,...... N, we assume self-synchronization, i.e. �i;i=0,
and the signal bj(t��i;j), chips cj(t) and noise n(t) are mu-
tually uncorrelated. Chips cj(t � �i;j) and ck(t� �i;k) are
assumed mu tually uncorrelated as well as bits bj(t � �i;j)
and bk(t � �i;k) for all k=1,2,......N and k 6= j. The array
response vector aj(t) is assumed to be unchanged over one
information bit period Tb. The spreading gain L is de�ned
as Tb=Tc . From [2],

Rxxi (t) = Piai(t) � ai(t)H+

NX
j=1;j 6=i

Pjaj(t) � aj(t)H + �2I

(3)

Using code-�ltering [2], The antenna outputs are corre-
lated with PN codes to yield one sample vector per infor-
mation bit. At information bit n

zi(n) =
p
Tb
p
Pibi(n)ai(n) +

1p
Tb

Z Tb

0

n(t)ci(t)dt

+

NX
j=1;j 6=i

1p
Tb

Z Tb

0

p
Pjbj(t� �i;j)cj(t � �i;j)ci(t)aj(n)dt (4)



The post-correlation autocorrelation matrix can be de�ned
as

Rzzi(n) =
1

Tc
Efzi(n) � zi(n)H (5)

Using the result in [2,4], we have

Rzzi(n) = LPiai(n)ai(n)
H+�

NX
j=1;j 6=i

Pjaj(n)aj(n)
H+

�2

Tc
I

(6)
where � is a constant. If the signal is rectangular, it will
be 2

3
. In reality, the channel is bandlimited, therefor, the

assumption of a square wave does not hold. If this ban-
dlimited channel has ideal low pass �lter characteristics, �
will be 1. In our proposed algorithm, it will not a�ect the
estimation of array response vector as we use two correla-
tors and their outputs. Whatever � is, it is the same for
the two correlators andMAI from the two correlator's out-
puts will cancel each other perfectly. We notice that in (6),
Rzzi(n) is independent of the PN codes of user i as long as
PN codes and information bits are random sequences. In
addition to forming zi(n), we propose to also despread the
array output with the PN code:

ccj(t) =

1X
l=�1

(�1)lcj;lp(t� lTc) (7)

It is straightforward to show that ccj(t) is a random binary
sequence where

E[(�1)l+mcj;lcj;m] = 0; l 6= m (8)

If we apply (7) to (4) as a matched �lter, we notice that
after integration over Tb, the signal term vanishes as long
as L is even. In a real system, it is uncommon to select L
as an odd number. We obtain as output

yi(n) =
1p
Tb

Z Tb

0

n(t)cci(t)dt+

NX
j=1;j 6=i

1p
Tb

Z Tb

0

p
Pjbj(t� �i;j)cj(t � �i;j)cci(t)aj(n)dt (9)

Using an analogous de�nition to Eq. (5), we obtain

Ryyi(n) = �

NX
j=1;j 6=i

Pjaj(n) � aj(n)H +
�2

Tc
I (10)

which is the interference and noise portion of Eq.(6). Al-
ternatively, in [1,2], Rin is estimated as

Rnai(n) = �(Rxx � 1

L
Rzzi) (11)

where � depends on whether the channel is bandlimited
or not. However, this constant will not change the output
SINR.

In [2], the array response vector is estimated as the gen-
eralized eigenvector corresponding to the largest eigenvalue
of the Hermitian-de�nite matrix pencil Rzzi � �Rxxi . In
[3], it is shown that the beamformer that will maximize the
SINR has the form wi = 
R�1in ai, where we have dropped

the time dependence to simplify notation. 
 is a constant
which will not a�ect SINR and can be omitted. Using our
method, we calculate the optimum weights as

ŵi = R
�1
yyi
ai (12)

while using the method in [1,2], the weights are given by

~wi = R
�1
nai

ai (13)

We should point out that only the phase of ŵi and ~wi

a�ect the �nal SINR, their magnitude have no e�ect on
output SINR [3]. For the case of multipath delay spread,
generalization of the above is straightforward. Since (12)
only requires updating one matrix, it can be shown that (12)
requires only about 70% of the computation as compared
with square root updating of (13) [1,2].

3. FINITE-SAMPLE PERFORMANCE

First, we show that our new method converges to the opti-
mum solution. De�ne (SINRi)max to be the SINR for the
true array response vector ai and true interference-noise
covariance matrix RIN .It can be shown that [3]

(SINRi)max = LPiai
H
RIN

�1
ai (14)

To simplify the problem, we assume we have perfect
array vector estimates using both methods. Let (SINR)1
denote the SINR of the proposed method and (SINR)2 de-
note the SINR of the proposed method in [1,2]. Normalizing
(SINR)max [3,5], let

�̂i � SINR1

SINRmax

=
jŵHi aij2
ŵH
i
RIN ŵi

1

ai
HR�1INai

(15)

and

~�i � SINR2

SINRmax

=
j~wH
i
aij2

~wH
i
RIN ~wi

1

ai
HR�1INai

(16)

In [5], it is shown that �̂i is Beta-distributed, i.e.,

�̂i � �(N �M + 2;M � 1) (17)

Where N is the number of samples used to estimate covari-
ance matrix and M is the number of antennas. According
to the Beta distribution,

E[�̂i] =
N �M + 2

N + 1
(18)

Var(�̂i) =
(N �M + 2)(M � 1)

(N + 1)2(N + 2)
! 1

N2
; as N !1 (19)

For optimality, �̂i = 1 and as N !1,

Efj�̂i � 1jg = 1�Ef�̂ig ! 0 (20)

implying that �̂i converges in the mean and in the prob-
ability to optimum SINR, which means that the proposed
method's estimate of SINR is consistent. Also

Efj�̂i � 1j2g ! Efj�̂i � Ef hat�igj2g = Var(�̂i)! 0 (21)



implying that �̂i converges in the mean-square sense to the
optimum S INR.

Using results in [3,5], we now show that E[�̂i] > E[~�i].

Let R̂zzi ; R̂yyi denote the maximum likelihood estimates

of Rzzi and Ryyi respectively, where R̂yyi is an estimate
of the IN matrix. Using the well-known Matrix Inversion
Lemma,

~wi = R
�1
naai = [R̂zzi � LPiaiai

H]�1ai

=
1

1 � LPiai
HR̂�1zziai

R̂
�1
zzi
ai = �R̂�1zziai (22)

Where � is a scalar which will not a�ect the SINR. We
therefore de�ne

_wi = R̂
�1
zzi
ai (23)

and so

~�i =
j _wHi aij2
_wH
i
RIN _wi

1

ai
HR�1INai

(24)

Letting Rzzi denote the true value of R̂zzi , We form an-

other random variable �
0

i

�
0

i =
j _wHi aij2
_wH
i
Rzzi _wi

1

ai
HR�1zziai

(25)

and relationship between ~�i and �
0

i is

~�i =
�

0

i

1 + (1� �
0

i)SINRmax

(26)

Since algebraically the random variable �
0

i is identical to
�̂i[3,5], they have the same probability density function.
Taking expectations,

E[~�i] = E[
�

0

i

1 + (1� �
0

i)SINRmax

] < E[�
0

i] = E[�̂i] (27)

The above inequality means that on the average, the output
SINR achieved by (12) is greater than the output SINR
achieved by (13), particularly if SINRmax is greater than
1. However, if SINRmax < 1, the di�erence between the
two me thods becomes negligible.

4. NUMERICAL AND SIMULATION RESULT

We do the chip level simulation [7], i.e, all the correlation
matrices are derived from ON chip-level simulations. We
use Eq(1) to calculate xi(t), use Eq(4) to obtain zi(n),
use Eq(9) to acquire yi(n). With these data vectors, we
can obtain their autocorrelation matrix by using maximum
likelihood estimation. In our simulation, we assume a 3-
sector base station with a 5-element uniform linear array
with half wavelength spacing in each sector. The cell ra-
dius is 500m, 1/Tb=9600 bps, BPSK modulation is used,
and the spreading gain L=128. A rectangular pulse shape
is assumed. There are 25 mobiles randomly distributed in
azimuth around the base station with uniform distribution
in [0�; 120�], and each mobile has three multipaths. The

�rst path has SNR 7 dB, the second and third paths are
9.5 dB and 12 dB, respectively, less than the �rst path.
The delay spread is assumed to be 7 chips over the three
paths. We assume the fading channel is Rayleigh with a
path loss exponent of four, perfect power control, random
mobile speeds of less than 60km/hour and weight vector
updates occur every Tb sec.

As shown in Figure 1, we observe DOA tracking of the
�rst path (SNR 7dB) over 50 information bits, which is a
clear improvement over the method in [1,2]. We employ
a 2D-RAKE receiver as in [1,2], but with maximum-ratio
combining to obtain a diversity gain [6]. In Figure 2, we see
the SINR gain of our method as compared to [1,2], which
shows that we would obtain increased cellular system capac-
ity. We notice that for the �rst 10 bits, the performance gap
is not clear. This is as expected because we need at least
2M (in our case, M=5) samples to get a good estimate of
covariance matrix [5].

5. CONCLUSIONS

In this paper, we propose a new algorithm to directly es-
timate the interference-noise covariance matrix using PN
signal cancellation. We obtain improved DOA estimation
and an average increase of 2.5dB in output SINR compared
w ith [1,2]. In addition, the computational complexity is
less than that of [1,2].
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Figure 1: DOA of path 1 for 5 antenna elements and 25
mobiles each with 3 multipaths
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Figure 2: Output SINR for 5 antenna elements and 25 mo-
biles each with 3 multipaths


