
SPECTRAL WEIGHTING OF SBCOR
FOR NOISE ROBUST SPEECH RECOGNITION

Shoji KAJITA, Kazuya TAKEDA and Fumitada ITAKURA

Graduate School of Engineering, Nagoya University
Furo-cho 1, Chikusa-ku, Nagoya 464-8603 JAPAN

kajita@nuee.nagoya-u.ac.jp

ABSTRACT

Subband-autocorrelation (SBCOR) analysis is a noise robust acous-
tic analysis based on filter bank and autocorrelation analysis, and
aims to extract periodicities associated with the inverse of the
center frequency in a subband. In this paper, it is derived that
SBCOR results in the lateral inhibitive weighting (LIW) process-
ing of power spectrum, and shown that the LIW is significantly
effective for noise robust acoustic analysis using a DTW word
recognizer. An interpretation of LIW is also described. In the
second half of this paper, a flattening technique of noise spectral
envelope using LPC inverse filter is applied to speech degraded
with noise, and DTW word recognition is performed. The idea of
this inverse filtering technique comes from weakening the strong
periodic components included in noise. The experimental results
using 32th order LPC inverse filter show that the recognition per-
formance of SBCOR (or LIW) is improved for computer room
noise.

1. INTRODUCTION

A major difficulty encountered in current ASR is that the recog-
nition performance degrades rapidly in the presence of noise and
distortion, due primarily to the acoustic mismatches in training
and recognizing conditions. Considerable effort has been made
to overcome this problem. The research has been focused primar-
ily on three areas; (1) noise robust feature extraction, (2) speech
enhancement and (3) speech model compensation for noise[1].
Among these areas, we have been focusing on (1) to address the
noise robust speech recognition problem.

From this point of view, we have proposed subband-autocor-
relation (SBCOR) analysis[2]. The SBCOR is a type of filter
bank analysis, and aims to extract periodicities associated with
the inverse of the center frequency included in speech signals.
The experimental results for speech recognition showed that SB-
COR performs better than conventional methods like smoothed
group delay spectrum (SGDS) and mel-filterbank cepstral coef-
ficients (MFCC) under noisy conditions[3].

In this paper, firstly, we derive that SBCOR results in the lat-
eral inhibitive weighting (LIW) processing of power spectrum,
and investigate the effectiveness of LIW using a DTW word rec-
ognizer. Second, a flattening technique of noise spectral envelope
using LPC inverse filter is applied to speech degraded with noise.

This paper is constructed as follows. The following section
reviews SBCOR analysis and derives the weighting function of
power spectrum. Section 3 investigates the effectiveness of the
weighting under noisy conditions, and provides an interpretation

of LIW. Section 4 describes an inverse filtering of noise spec-
tral envelope to improve noise robustness of SBCOR. Section 5
summarizes this research.

2. SBCOR AND LATERAL INHIBITIVE WEIGHTING
PROCESSING

2.1. Method

SBCOR analysis is based on filter bank and autocorrelation
analysis, and is defined as follows:

Sn(i) =
Ri
n(�cfi)

Ri
n(0)

; �cfi = f�1cfi
(1)

Ri
n(�) =

Z
1

�1

j Hi(f) j
2 Xn(f) cos 2�f�df; (2)

where,Sn(i) is the SBCOR coefficient ofith channel,Ri
n(�) is

ith subband autocorrelation function,Hi(f) is the transfer func-
tion of BPF forith channel,fcfi the center frequency ofHi(f),
Xn(f) is the power spectrum of speech signal atnth analysis
frame.

A subband filter bank of fixed Q Gaussian filter whose center
frequencies are equally spaced on the Bark scale has been shown
to be suitable for speech recognition under noisy conditions[4].
Each BPF is defined by

j Hi(f) j
2 =

�
e�2Ci(f�fcfi

)2 ; f � 0
j Hi(�f) j

2; f < 0;
(3)

where,Ci = (2Q2 ln 2)=f2cfi .
As a straightforward extension, SBCOR with multi-delay

weighting (MDW) processing has been also proposed[5]. SB-
COR with MDW uses the autocorrelation coefficient at not only
f�1cfi

but also the integral multiples off�1cfi
with exponential weight-

ing as follows:

Ŝn(i) =
1

A

1X
k=0

�kRi
n((k + 1)�cfi)=R

i
n(0) (4)

where0 � � < 1 andA =
P
1

k=0
�k. Note thatŜn(i) is equal

to the basic SBCORSn(i) when� = 0.
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Figure 1: Weighting functionWi(f) of the power spectrum of
analysis frame signal. Q=1.5. The horizontal axis is normalized
by the center frequency (CF).

2.2. Interpretation of SBCOR with MDW processing in Fre-
quency Domain

Whenv(�) is defined as

v(� ) =

1X
k=0

�kRi
n(� + (k + 1)�cfi); (5)

Equation (4) can be calculated bŷSn(i) = v(�)j�=0 =fAR
i
n(0)g.

Thus, MDW processing can be seen as a linear filter whose input
and output areRi

n(�) andv(�) respectively. Changing the range
of the summation,

v(�) =
1

�

(
1X
k=0

�kRi
n(� + k�cfi)�Ri

n(�)

)
:

Let the Fourier transform ofRi
n(�) and v(�) be Xi

n(f) and
V (f), then
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�
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�kXi
n(f)e

j2��cfi
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)
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ej2��cfif

1� �ej2��cfi f
Xi

n(f):

From the even property ofRi
n(�), X

i
n(f) only has real compo-

nents. Hence,

V (f) =
cos 2��cfif � �

1� 2� cos 2��cfif + �2
Xi

n(f): (6)

Using the inverse Fourier transform and setting� = 0, we have

v(�)j�=0 =

Z
1

�1

cos 2��cfif � �

1� 2� cos 2��cfif + �2
Xi

n(f)df:

PuttingXi
n(f) =j Hi(f) j2 Xn(f) andA =

P
1

k=0
�k =

1=(1 � �), Equation (4) can be expressed in the frequency do-
main as follows:

Ŝn(i) =

Z
1

�1

Wi(f)Xn(f)df=R
i
n(0) (7)

Ŵi(f) =
(1� �)(cos 2��cfif � �)

1� 2� cos 2��cfif + �2
j Hi(f) j

2 : (8)

Thus, SBCOR analysis with MDW processing results in the weight-
ing processing of power spectrumXn(f) by the weighting func-
tion Ŵi(f).

Figure 1 showsŴi(f) normalized by center frequency. As
shown in the figure, both (1) frequency resolution and (2) spectral
contrast enhancement by the lateral inhibitive weighting are con-
trollable by�. As � tends closer to 1, the frequency resolution
becomes high, and the spectral contrast enhancement becomes
weak.

The contribution of this effect on recognition performance
will be experimentally shown in the following recognition ex-
periments.

3. EXPERIMENT 1

To investigate to what extent the lateral inhibitive weighting
for power spectrum shown in Figure 1 is effective for noise robust
speech recognition, DTW word recognition performs for the case
of (1) the lateral inhibitive weights are removed and (2) the lateral
inhibitive weights are used.

3.1. Experimental Conditions

3.1.1. Two Additive Noises

Gaussian white noise and a computer room noise were added
to clean speech. The white noise was generated using a Gaus-
sian random-number generator on computer. The computer room
noise was recorded in a computer room using single microphone,
as an example of realistic environmental noises. The power spec-
trum has several sharp peaks (Figure 5).

3.1.2. DTW word recognition

The standard DTW speaker-dependent isolated word recog-
nizer is used. The recognition task is a 68 word-pair discrimina-
tion. Each pair is a phonetically similar city name pair, selected
from a 550 Japanese city name database recorded twice by five
Japanese male speakers[4]. The sampling rate is 10 kHz. The
first set is used as the reference pattern and the second set, which
was spoken a week later, is used as the test pattern. The recogni-
tion rate is given by the average for the five speakers.

3.1.3. LIW (or SBCOR) and Comparative Feature Parame-
ters

Under the above experimental conditions, the effectiveness of
LIW is investigated by removing the inhibitive (or negative) weight,
as shown in Figure 2. The LIW is applied directly to power spec-
trum of each analysis frame signal calculated by FFT. Moreover,
in order to show the effectiveness under noisy conditions, the
performance of LIW is compared with those of SGDS[7] and
MFCC[8].

3.2. Results

The experimental results are shown in Figure 3 for each noise.
The results of LIW are the best case. The best pair(�r; �t)
in figures stands for�s in extracting reference patterns and test



Table 1: Analysis conditions.

SBCOR The Q value is investigated for
1.0,1.5,2.0, and the center frequencies
are equally spaced on the Bark scale
between 4Bark and 17Bark. The�
value in MDW processing is from 0.0
to 0.9 every 0.1.

SGDS The analysis frequency points of the
SGDS are chosen to be the same center
frequencies of SBCOR.

MFCC The filter bank consists of 28 trian-
gle BPF whose center frequencies are
equally spaced on the Mel scale.

COMMON The analysis frame length and shift is
20ms and 10ms respectively. The di-
mension of all features is 16.

patterns respectively. The results of “no LIW” were obtained
by the same�s of the best LIW except for using positive only
weights.

As shown in figures, the LIW performs better than the non
LIW under all conditions. These results clarify that the robust-
ness of SBCOR is the effect of the LIW for power spectrum.

3.3. Discussions

WhenWi(f) is considered as an impulse response applied to
power spectrum, LIW can be seen as a weighting procedure in
the autocorrelation domain, like liftering procedure in the cep-
strum domain. As shown in Figure 4, LIW suppresses low order
autocorrelation unlike the case of positive only weighting. This
implies that LIW is qualitatively equivalent to the spectral tilt
elimination. In addition, the higher order autocorrelation is also
suppressed for smaller�. The recognition results that smaller�
(0.3 for white noise, 0.1 for computer room noise) is preferred
under noisy conditions coincide with the fact that higher order
autocorrelation is more influenced by noise. These effects, i.e.,
(1) spectral tilt elimination and (2) noise variability elimination,
would be the essence of lateral inhibitive weighting, and lead to
a more robust recognition under noisy conditions.

4. EXPERIMENT 2

In this section, a flattening technique of noise spectral enve-
lope using LPC inverse filter is applied to speech degraded with
noise, specially the computer room noise. As shown in Figure 5,
the power spectrum of the computer room noise has several sharp
peaks, in other words, several strong periodic components. The
idea of this inverse filtering technique comes from weakening the
strong periodic components included in noise.

4.1. Recognition Experiment

The same recognition experiment in the previous section was
performed. The second, 8th, 16th and 32th order LPC filters were
calculated from the computer room noise whose length is 3 sec-
onds. In extracting both reference and test patterns, the inverse
filtering using the same order LPC filter was performed.
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Figure 2: (a) Lateral inhibitive weighting, and (b) positive only
weighting of (a). (Q=1.5,� = 0:5)
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Figure 3: Averaged recognition rates for each features (upper:
white noise, lower: computer room noise).
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Figure 4: Amplitude response of LIW normalized by�cfi .



The recognition results of LIW and MFCC are shown in Fig-
ure 6. The LIW performs well under noisy conditions as the or-
der of the inverse LPC filter, while the performance of MFCC
does not change. These results indicate that the de-correlation of
strong periodic components is crucial for SBCOR that extracts
periodicity included in speech.

5. CONCLUSIONS

In this paper, it is derived that SBCOR with MDW results in
the lateral inhibitive weighting (LIW) processing of power spec-
trum, and shown that the LIW is significantly effective for noise
robust acoustic analysis using a DTW word recognizer. These re-
sults clarify that the robustness of SBCOR is based on the LIW of
power spectrum. In addition, by removing strong periodic com-
ponents of noise from noisy speech using a LPC inverse filter,
SBCOR (or LIW) performs well under noisy conditions, while
MFCC does not.
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Figure 5: The power spectrum density of computer room noise
estimated by Welch's averaged periodogram method. (a) original
spectrum, (b) inversed spectrum by 16th order LPC filter.
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Figure 6: Averaged recognition rates of (a) LIW (Q = 1:5,
(�r; �t) = (0:5; 0:1)) and (b) MFCC (CH=28) for inverse fil-
tered noisy speech.


