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ABSTRACT

Field-Programmable Logic (FPL) is on the verge of revolutionizing
digital signal processing (DSP) in the manner that programmable
DSP microprocessors did nearly two decades ago. While FPL
densities and performance have steadily improved to the point
where some DSP solutions can be integrated into a single FPL
chip, they still have limited use in high-precision high-bandwidth
applications. In this paper it is shown that in such cases, the
residue number system (RNS) can be an enabling technology. The
design of a high-decimation rate digital filter is presented which
demonstrates the RNS-FPL synergy.

1. INTRODUCTION

There are currently three classicalviable DSP ASIC technology de-
velopment paths (custom VLSI, standard cells, and gate arrays) and
FPLs. Each represent a different performance and economic state-
ment. FPLs come in two flavors: field programmable gate arrays
(FPGAs) and complex programmable logic devices (CPLDs). FP-
GAs are fine grain devices consisting of small logic elements (LEs)
(e.g., Xilinx XC4000) and various different routing canals (short,
local, and long-lines). CPLDs have larger blocks and fast busses
between this array blocks (e.g., Altera FLEX [1]). The histori-
cal advantage of FPLs has been their “in circuit programmability”
and support of “rapid prototyping.” FPLs have been promoted in
custom computing machine (CCMs) applications where they have
been reported to achieve speed-up-factors ranging from 10-1000
compared with conventional workstations [14, Table 1]. Recently
ASICs have been used to develop DSP [7]. FPLs provide DSP
arithmetic support with fast carry chains (Xilinx XC4000, Altera
FLEX) which are used to implement multiply-accumulates (MACs)
at relatively high speeds. A modern 200 MHz TMS320C60 DSP
microprocessor with two multiplier cores, for example, can real-
ize a 16 tap FIR filter having a throughput of 2 � 200=16 = 25
MSPS. A FPL can be designed to implement the same 16-bit FIR
running at 100 MSPS. In those cases where FPL have been used
to develop DSP ASIC (baseline digital filters and transforms), the
designs have typically exploited latent:

� parallelism: implementing multiple MAC calls
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� efficiency: zero product-terms are removed

� pipelining: each LE has a register, therefore pipeline re-
quires no additional resources

FPLs, nevertheless, currently have limited applicability in high-
bandwidth high-precision applications. The geometric increase in
area requirements for constant-speed arithmetic is a very challeng-
ing FPL design issue. Unless this barrier is overcome, FPL will
probably remain restricted to use in baseline DSP filter and trans-
form applications having only modest bandwidth (100 MHz) and
precision (16-bits) targets.

2. RESIDUE NUMBER SYSTEM (RNS)

The silicon area associated with a constant-speedfixed-point MAC
unit is generally considered to geometrically increase with word-
length. The antithesis it the Residue Number System (RNS) which
has a linear relationship between MAC silicon area and speed
[11, 12]. The RNS therefore provides an opportunity to over-
come the precision barrier in high-performance FPL applications.
The RNS mechanics are well understood. RNS integer arithmetic
is performed concurrently in parallel non-communicating small
wordlength channels. An RNS system is defined in terms of a
basis set fm1;m2; : : : ;mLg of relatively prime positive integers.
The dynamic range of the resulting system isM =

Q
L

l=1
ml. RNS

arithmetic is defined with respect to the ring isomorphism

ZM �=Zm1 �Zm2 � � � � �ZmL
(1)

Specifically, ZM = Z=(M) which corresponds to the ring of
integers modulo M . The mapping of an integer X into the
RNS is defined to be the L-tuple X = (x1; x2; : : : ; xL) where
xl = X mod ml, for l = 1;2; : : : L. Defining 2 to be either the
algebraic operation +;� or �, it follows that if 0 � Z < M , then

Z = X2Y mod M (2)

is isomorphic to Z = (z1; z2; : : : ; zL) where

zl = xl2yl mod ml l = 1; 2; : : : ; L (3)

Here it is evident the RNS arithmetic is performed in parallel within
channels whose wordwidth is bounded bywl = dlog2(ml)e where
typically wl � 8-bits. In practice, most RNS arithmetic systems
use small RAM or ROM tables to implement the modular mappings
zl = xl2yl mod ml.



A historical problem with the RNS implementing RNS-to-
integer decoding, division, and/or magnitude scaling in hardware
[6]. Two methods are commonly used to convert the RNS L-
tuple into the integer X [11]. The mixed radix conversion (MRC)
produces division rest zero to find a weighted representation of the
RNS tuple. The Chinese Remainder Theorem (CRT) is a direct
conversion given by

X =

 
LX
l=1

MlhM
�1
l
xliml

!
mod M (4)

where Ml = M=ml. Typically, the desired output dynamic
range is much smaller thanM . A highly efficient algorithm called
the "�CRT [3] can be used to implement a time and area efficient
CRT.

RNS systems have been built as custom VLSI devices [10],
GaAs, and LSI [12]. It has already be shown that for a small
wordlengths, the RNS can provide a significant speed-ups [13] us-
ing the 24 � 2 bit tables found in a Xilinx XC4000 FPGAs. For
larger moduli, the 28 � 8 bit tables belonging to the Altera FLEX
CPLDs are beneficial in designing RNS arithmetic and RNS-to-
integer converters. With the ability to support larger moduli, the de-
sign of high-precision FPL systems becomes a practical reality. An
area of DSP which requires both high-speed and high-precision is
RF-to-baseband conversion. An RF-to-baseband converter, some-
times called a channelizer, is a steep-skirt high-decimation rate
filter which accepts data in the high MHz range and exports a low-
frequency baseband signal. Such systems are often architected as
a Hogenauer CIC-filters [5].

3. THE HOGENAUER CIC-FILTERS

The Cascade Integrator Comb (CIC) (a.k.a., Hogenauerfilter) have
proven to be an effective element in high decimation or interpo-
lation systems. Examples of highly oversampled systems include
channelizers and converters. Figure 1(a) shows a three stage
CIC filter which consists of a three stage integrator, a sampling
rate reduction by R, and a three stage three comb. The transfer
function of a general CIC system of S stages is

H(z) =

�
1 � z�RD

1 � z�1

�
S

(5)

It can be seen that S poles at zero frequency (DC) are anni-
hilated by S zeros. The result is that the transfer-function is that
of an S stage “moving average” filter. The maximum dynamic
range growth occurs at DC-frequency (i.e., z = 1) and has a value
of Bgrow = (RD)S : In bits, the maximum dynamic range growth
is b = log2 Bgrow . This value, in practice, can be substantial as
evidenced by the 56 bit dynamic range of the Harris HSP43220 [4]
channelizer. This fact, along with a high-bandwidth requirement,
motivates the use of RNS to implement CIC filters.

A 3 stage RNS CIC filter with an input wordwidth of 8 bits,
along with D = 2, R = 32, or DR = 2 � 32 = 64, would
require an internal wordwidth of W = 8 + 3 log2(64) = 26 bits
to insure that run-time overflow would not occur. The output
wordwidth would normally be a value significantly less then W ,
10 bits for example. Hogenauer [5] noted by careful analysis
that some of the lower significant bits form early stages can be
eliminated without sacrificing system integrity. Figure 2 shows
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Figure 1: CIC filter. (a) Each stage 26 Bit. (b) Detail design with
base removal scaling (BRS).

the transfer function for the realization with full wordwidth in all
stages and by using the “pruning” suggested by Hogenauer. If the
ratio of signal bandwidth to sampling frequency is, for instance
1=32, then the aliasing suppression is 89.6 dB and the passband
attenuation is 0.17 [5, Table I+II].
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Figure 2: CIC transfer function (f s is sampling frequency at input).

4. IMPLEMENTING (MODULO) ADDERS AND
ACCUMULATORS WITH CPLDS

The implementation of DSP building blocks can be made with
graphical design entry CAE tools or in VHDL. For Altera CPLD,
the VHDL description provides more flexibility and better opti-
mization results. For the VHDL design the structural (i.e. compo-
nent instantiation) or behavioral description gives similar results,
but the structural designs produce synthesized results which are
easier to post-optimized by the design engineer.

Each logic block of a Altera FLEX 10K devices has 8 LEs,
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Figure 3: Modular addition with CPLD. (a) MPX-Add and MPX-
Add-Pipe. (b) ROM-Pipe.

and each LE provides a 23 � 1 table and fast carry chain support in
an arithmetic mode [1]. A EPF10K250A devices has for example
1520 LE blocks, 12160 LEs, and 20 2K tables (called embedded
array block, EAB). For implementing high-speed adders, it should
be noted that LE tables are much slower (� 3ns) than a fast carry
chain (< 0:5ns). Therefore “fast adder” appearing in the literature,
such as the carry save, carry select, or carry look-ahead adder [8],
give slower bandwidth solutions in FPLs than using a ripple carry
architecture with fast carry chains. The following table shows two’s
complement adder data for 4ns devices where speed is measured in
mega samples per second (MSPS), including the pipeline register
delay, and the number of required logic elements (LE).

Bits 8 16 26 32
MSPS 136.9 72.5 50.5 45.0
# LE 8 16 26 32

A wide variety of modular addition designs exist [2]. Using
LEs only, the design of Fig. 3(a) is viable for FPLs. The Altera
FLEX CPLD contains a small number of 2K Bit ROMs or RAMs
(EABs) which can be configured as 28�8;29�4;210�2 or 211�1
tables which can be used for moduloml correction (Fig 3(b)). The
next table shows data for 6, 7, and 8-bit modulo adder.

Bits 6 7 8
41.3 MSPS 44.6 MSPS 33.6 MSPSMPX-Add

15 LE 18 LE 19 LE
76.3 MSPS 62.5 MSPS 60.9 MSPSMPX-Add-Pipe.

16 LE 18 LE 20 LE
70.4 MSPS 70.4 MSPS 60.6 MSPS

7 LE 8 LE 9 LEROM-Pipe
1 EAB 1 EAB 2 EAB

Although the ROM shown in Fig 3 provides high-speed, the
ROM itself produces a four cycle pipeline delay and the number of

ROMs is limited. ROMs, however, are mandatory for the scaling
schemes discussed in the next section. The multiplexed-adder
(MPX-Add) has comparatively a reduced speed even if a carry
chain is added to each column. The pipelined version usually
needs the same number of LEs as the un-pipelined version but runs
about twice as fast. Maximum throughput occurs when the adders
are implemented in two blocks (where each block has 8 LEs for
Altera FLEX 10K devices) within six-bit pipelined channels.

The additional pipeline delay of the modulo adder corresponds
to a non-recursive transfer functionA(z) = z�2 which introduces
no significant processing problem. The accumulator, however, is
recursive and the addition delay introduces a second pole at half the
sampling frequency (i.e., � [9, Fig. 1]), because the transfer func-
tion of the pipelined accumulator satisfiesF (z) = z�2=(1�z�2).
The pole at � can be compensated by a (modulo ml) comb with
delay one (i.e., G(z) = (1 � z�1)z�2). The integrator section,
with pole compensation, becomesF (z) �G(z) = z�4=(1 � z�1)
as desired. In a high decimation CIC application it can be as-
sumed that an anti-aliasing filter provides sufficient suppression of
signal components near �, therefore a second passband at �, as in-
troduced by the recursive pipelined accumulator, will introduce no
additional aliasing. Therefore, six-bit wide pipelined accumulators
are selected for use without pole compensation.

5. A THREE STAGE CIC DESIGN EXAMPLE

As a design example, a three stage CIC filter with 8-bit input, 10-bit
output, D = 2, and R = 32 is implemented. As shown in Section
3, the total bit width is 26-bits. For the RNS implementation, a
4 modulus set (256;63;61;59) (i.e., one 8-bit two’s complement
(TC) and three 6-bit moduli), was chosen. The output scaling of
the RNS system is implemented using the "-CRT, which costs 8
tables and 3 TC adders [3, Fig. 1], or (as shown in Fig. 4) with a
base removal scaling (BRS) algorithm based on two 6-bit moduli
(which occur in the same fashion in the mixed radix conversion
scheme [6]) and a "-CRT of the remaining 2 moduli, which uses
a total of 5 modulo adder and 9 ROM tables, or 7 tables if the
multiplicative inverse ROM and the "-CRT are combined. The
following table shows speed in MSPS and used LEs and EABs for
the three scaling schemes.

Type "-CRT BRS-"-CRT BRS-"-CRT
(Speed data for combined
BRS m4 only) ROM

MSPS 58.8 70.4 58.8
#LE 34 87 87
#Table (EAB) 8 9 7

The decrease in speed to 58.8 MSPS for the scaling schemes
1 and 3 is caused by the fact that the 10 bit "-CRT must be placed
in different rows (each row has only one EAB). This introduces no
system speed decrease because the scaling is applied at the lower
(output) sampling rate. For the BRS-"-CRT it is assumed that only
the BRS m4 part (see Fig. 4) must run at the input sampling rate,
while BRS m3 and "-CRT run at the output sampling rate.

Some resources can be saved if the detailed scaling scheme
from Hogenauer [5] shown in Fig. 1(b) is applied. With this
scheme the BRS-"-CRT scheme must be applied to reduce the
bit-width in earlier sections of the filter. The early use of ROMs
decreases the possible throughput from 76:3 to 70:4 MSPS which
is the maximum speed of the BRS with m4. At the output the
efficient "-CRT scheme was applied.
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Figure 4: BRS and "-CRT conversion steps.

The following table concludes the three implemented filter
realization without including the scaling data.

Type TC RNS detailed bit-width
26 Bit 8; 6; 6; 6 bit RNS design

MSPS 49.3 76.3 70.4
#LE 343 559 355

6. CONCLUSION

The Hogenauer [5] cascade integrator comb filters has been imple-
mented with CPLDs. Compared to a two’s complement design, the
presented RNS-based design enjoys an improved speed advantage
by approximately 54%. A detail BRS-"-CRT scaling scheme was
developed for the CIC-RNS, which runs 43% faster than the two’s
complement design and reduced the effort by 36% compared with
a scaling scheme at the output.
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