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ABSTRACT

Perhaps, Sarno� Corporation's zerotree entropy (ZTE)
coder is the most successful wavelet video coder pub-
lished so far which exploits the statistical properties
of wavelet-transformed images by utilizing novel data
representation and organization strategies. In this pa-
per, a high performance hybrid video coding algorithm
termed video signi�cance-linked connected component
analysis (VSLCCA) is developed. It is quite encour-
aging that, at least empirically convinced, the wavelet
transform with aids of those recently published inno-
vative data representation and organization methods
can be an invaluable asset in video coding if motion-
compensated error frames are coherent. In VSLCCA,
time domain motion estimation followed by exhaustive

overlapped block motion compensation is utilized to
ensure coherency, and then wavelet transform is ap-
plied to each error frame with signi�cant wavelet coef-
�cients being encoded by highly e�cient SLCCA tech-
nique. Experimental results on standard MPEG-4 test
sequences show that VSLCCA is superior to H.263 and
ZTE by 0.48 dB and 0.77 dB on average, respectively.

1. INTRODUCTION

The recently adopted ITU-T H.263 Recommendation
[10] o�ering solution for very low bit rate videophony
applications was the �rst standard to break the 64k
bits-per-second (bps) barrier in audio-visual commu-
nications. H.263 represents a modi�ed and enhanced
version of previous block-based video coding standards
such as H.261, MPEG-1, and MPEG-2 tailored to very
low bit rate applications. One of the functionalities of
the emerging MPEG-4 standard targeting very low and
mediumbit rate multimedia communications is still im-
proved coding e�ciency [9].

In recent years, we have seen a tremendous success
of wavelet image coding which is mainly attributed to
innovative data organization and representation strate-
gies [8, 6, 7, 2, 3]. Despite success in still image coding,

there have been only a few successful attempts to apply
wavelet transform to video coding [5]. It appears that
the global wavelet transform by no means tolerates arti-
�cial blocking e�ects introduced by conventional block-
based motion estimation and compensation methods.

In the paper, a novel hybrid wavelet video coding
algorithm termed video signi�cance-linked connected
component analysis (VSLCCA) for very low bit rate ap-
plications is developed. It is empirically convinced that
wavelet transform with aids of those innovative data or-
ganization and representation strategies can provide an
invaluable asset with video coding as far as coherency
of each motion compensated error frame is guaranteed.
In VSLCCA, motion estimation followed by exhaustive

overlapped block motion compensation is utilized to
ensure coherency, and then wavelet transform is ap-
plied to each error frame with signi�cant wavelet coef-
�cients being encoded by highly e�cient signi�cance-
linked connected component analysis technique [2, 3].

Performance evaluation on several MPEG-4 test se-
quences shows that for intraframe coding, the proposed
codec exceeds H.263 and ZTE in PSNR as much as 1.79
dB and 0.92 dB at 14 kbits on average, respectively.
For entire sequence coding, VSLCCA is superior to
H.263 and ZTE by 0.48 dB and 0.77 dB on average, re-
spectively. The subjective advantage of VSLCCA over
H.263 is also distinctive in that the disturbing blocking
e�ects are entirely eliminated.

The rest of the paper is organized as follows. In
Section 2 VSLCCA algorithm is described in detail.
Performance evaluation is given in Section 3. The last
section concludes the paper.

2. VSLCCA VIDEO CODING ALGORITHM

The block diagram of VSLCCA is shown in Fig. 1. The
time domain block-based motion estimation and ex-

haustive overlapped block motion compensation
(OBMC) follow [10, 4] in spirit. The so-generated co-
herent blocking-e�ect-free motion-compensated error



frames are each undergone wavelet decomposition and
signi�cant wavelet coe�cients are encoded by using ad-
vanced SLCCA data representation and organization
technique.
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Figure 1: Block diagram of VSLCCA video coding al-
gorithm.

2.1. Motion Estimation

The original frame is divided into non-overlapping 16�
16 macroblocks. As in H.263 Recommendation, each
macroblock can have either zero, one or four motion
vectors. Full search block matching algorithmwith�15
pixels search range and subpixel re�nement is used to
calculate one motion vector per macroblock. Then each
macroblock is split into four 8� 8 blocks and one mo-
tion vector per block is determined by using the same
search procedure. Based on two thresholds, zero, one,
or four motion vectors are decided for each macroblock.
Finally, motion vectors are encoded by adaptive arith-
metic coder where a separate context is used for vertical
or horizontal vector components.

2.2. Motion Compensation

Blocking-e�ect-free coherent motion compensation is
crucial to success of VSLCCA. In DCT-based hybrid
video coding algorithms, the e�ectiveness of DCT is
not signi�cantly degraded by block-based motion esti-
mation and motion compensation since the introduced
arti�cial motion block boundaries are well aligned with
DCT block boundaries. In the case of the global wavelet
transform, however, many spurious high frequency com-
ponents can be produced by the arti�cial blocking dis-
continuities and e�ectiveness of wavelet transform in
terms of energy compaction is inevitably gone. This
argument is also empirically supported. In VSLCCA,
exhaustive OBMC is utilized to ensure coherency and
works as follows. The frame is divided into non-over-
lapping blocks of 8 � 8 pixels. Each block is assigned
by one motion vector; in case of one motion vector per
macroblock being decided during motion estimation,
that motion vector is replicated for each constituent
block. The predicted frame is composed as follows.

First, each block in the predicted frame points to a cor-
responding block in the previous reconstructed frame
by using the assigned motion vector. Then the corre-
sponding block is extended to include its eight neigh-
boring blocks and a weighted sum of these nine re-
constructed blocks is used to represent the predicted
block. For any two nonoverlapping predicted blocks,
their respective nine-reconstructed-block sets might be
overlapped. Performance evaluation on several test im-
age sequences shows that raised cosine window with 4
pixels overlap is a good choice for weighting.

2.3. Motion-Compensated Error Image Encod-

ing: Signi�cance-Linked Connected Component

Analysis

SLCCA represents a high performance wavelet image
coding algorithm [2, 3]. As opposed to zerotree-based
algorithms such as EZW and SPIHT, it follows MRWD
in spirit to directly deal with signi�cant coe�cients or-
ganized as irregularly shaped clusters. But SLCCA
exploits not only the within subband clustering prop-
erty but also the cross-scale dependency among clus-
ters. As was implied by the cross-scale statistical de-
caying of magnitude of wavelet coe�cients [8, 3], a sig-
ni�cant cluster at a course scale likely can be linked to
a signi�cant cluster at a �ner scale. This signi�cance-
linked connected component analysis or clustering ren-
ders the highest PSNR with SLCCA in comparison to
other three wavelet image coders

3. PERFORMANCE EVALUATION

To conduct a fair performance comparison, the same
test sequences used in [5] are used here. The per-
formance of VSLCCA is evaluated on eight standard
MPEG-4 test sequences (four Class A sequences
\Akiyo," \Container Ship," \Hall Monitor," and
\Mother & Daughter;" and four Class B sequences
\Coast Guard," \Foreman," \News," and \Silent
Voice") in QCIF resolution. Peak signal-to-noise ratio
(PSNR) is used as the objective performance measure.

Motion estimation is carried out only on the lu-
minance component. For motion compensation of the
chrominance components the corresponding luminance
motion vectors are divided by two and OBMC with
4� 4 block size is applied. For wavelet decomposition
biorthogonal 9/7 �lters [1] are used. The quantizer step
size is used to adjust the bit rate.

In interframe coding comparison, for H.263 unre-
stricted motion vector mode and advanced prediction
mode are used. Class A sequences are coded at 5 frame-
per-second (fps), 10 kbps, and Class B sequences are
coded at 7.5 fps, 48 kbps. First H.263 was run, then



the quantizer step size was adjusted in VSLCCA to
match the bit rate of H.263. The performance evalua-
tion is tabulated in Tables 1 and 2 for Class A and Class
B sequences, respectively. For Class A test sequences
for the luminance component VSLCCA is superior to
H.263 and and ZTE by 0.73 dB and 1.10 dB on aver-
age, respectively. For Class B test sequences VSLCCA
slightly outperforms H.263 by 0.23 dB on average and
ZTE ranging from 0.24{0.62 dB. For the \Container
Ship" sequence, the frame-by-frame luminance PSNR
comparison between H.263 and VSLCCA is shown in
Fig. 2.
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Figure 2: Performance comparison (PSNR, [dB]) be-
tween H.263 and VSLCCA for the luminance compo-
nent of the \Container Ship" sequence at 5 fps, 10 kbps.

Intraframe coding comparison is done at 14k bit
(kb) (0.39 bits-per-pixel). The performance compari-
son among VSLCCA, ZTE and H.263 is tabulated in
Table 3. For the luminance component VSLCCA ex-
ceeds H.263 by 1.79 dB on average, and ZTE rang-
ing from 0.64{1.39 dB. The original, and decoded �rst
frame of the \Akiyo" sequence by VSLCCA and H.263
are shown in Fig. 3.

4. CONCLUSIONS

The paper provided a strong evidence that wavelet
transform could be excellent not only in intraframe
coding but also in interframe coding. Therefore, us-
ing wavelet techniques in video coding is worth while
further research.
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Luminance, PSNR [dB] Chrominance, PSNR [dB]
Sequence Bit Rate U V Avg. U V

[kbps] H.263 ZTE VSLCCA H.263 ZTE VSLCCA

Akiyo 8.87 34.61 34.61 35.55 38.45 40.52 39.86 39.81 41.43
Container Ship 10.04 30.79 31.13 37.81 36.98 37.94 36.72
Hall Monitor 8.18 30.36 30.25 31.51 36.21 39.35 38.05 37.45 39.95

Mother & Daughter 9.54 33.40 33.87 38.91 39.79 39.96 40.54

Table 1: Performance comparison of coding results for Class A sequences at 5 fps, 10 kbps.

Luminance, PSNR [dB] Chrominance, PSNR [dB]
Sequence Bit Rate U V Avg. U V

[kbps] H.263 ZTE VSLCCA H.263 ZTE VSLCCA

Coast Guard 46.03 29.74 29.20 29.82 39.79 41.72 40.88 39.88 41.84
Foreman 46.77 31.91 32.26 37.54 37.71 37.43 37.56
News 49.85 35.10 35.17 35.41 38.76 39.45 40.46 38.77 39.64

Silent Voice 49.94 35.94 36.10 39.36 40.18 39.70 40.52

Table 2: Performance comparison of coding results for Class B sequences at 7.5 fps, 48 kbps.

Luminance, PSNR [dB] Chrominance, PSNR [dB]
Sequence File Size U V Avg. U V

[Bits] H.263 ZTE VSLCCA H.263 ZTE VSLCCA

Akiyo 14000 33.06 34.62 35.34 35.23 37.38 36.19 37.12 39.45
Coast Guard 13888 30.12 31.17 41.98 44.94 42.83 45.12
Container Ship 14088 28.81 30.69 36.53 35.15 37.35 36.59

Foreman 13976 30.11 30.86 32.25 38.22 38.31 38.69 39.26 39.03
Hall Monitor 14104 29.68 31.83 36.04 39.99 37.40 40.29

Mother & Daughter 13624 33.78 35.53 39.27 39.67 40.85 41.57
News 14080 28.60 29.38 30.02 33.24 34.40 33.47 34.90 35.78

Silent Voice 13688 30.34 32.02 34.76 36.53 35.74 37.25

Table 3: Performance comparison of intraframe coding results at 14 kb.

(a) (b) (c)
Figure 3: Intraframe coding results of the �rst frame of the \Akiyo" sequence at 14 kb. (a) The original frame,
reconstructed frame by (b) VSLCCA, PSNR = 35.34 dB, and (c) H.263, PSNR = 33.06 dB.


