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The field of Speech Recognition in Noisy Environments is of
vital importance for the success of certain applications in the
domain of Communications, Automotion, Avionics, and other
harsh situations where common recognizers fail to meet
acceptable standards due to the negative influence of
environmental noise collected during the recording of the
Speech Trace [1]. To overcome such difficulties, Adaptive
Filtering has been traditionally used with acceptable success in
noise cancellation using two-microphone schemes. Some
problems found in such situations are due to the non-stationary
behavior of Speech and Noise, although the sudden changes in
the energy levels of both Speech and Noise are the cause of
frequent misadjustments and un-locking in the Adaptive
Algorithms, rendering the task of noise cancellation a difficult
one. Through the present paper, a method based on the
continuous tracking of the Energy Differences between Speech
and Noise is presented, which may be used for the dynamic
adaptation of the Forgetting Factor in the Adaptive Filters,
producing an effective control of the sudden changes in the
Signal/Noise Ratio. The paper discusses the proposed methods
and shows some results from practical conditions. These results
show good stability and a special ability for Word-Boundary
Detection under Highly Non-Stationary Conditions, especially
useful in Isolated-Word Speech Recognition.
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Speech Recognition under high noisy conditions is a difficult
task. Most recognition methods, which have shown to be highly
efficient under noise-free conditions fail dramatically with S/N
ratios around or below 10 dB as the one shown in Fig. 1. This
is a set of isolated One-Command Words, corresponding to the
sequence �OHIW��� �ULJKW��� �XS��� �GRZQ��� �JR���and �VWRS�, recorded
by a primary microphone within a field of about 85-90 dB SPL.
During the first part of the speech sequence (first four speech
bursts), the noise level is around 85 dB. The energy of the
speech signal is 10-15 dB above the noise level in the peaks.
The last two words are immersed in a noise level above 90 dB.
In this case the energy level of the speech trace is around 6-10
dB. One of the consequences of these high noise levels is that
most Begin-End Point Detectors fail to separate properly the
speech segments of the noise ones. Therefore, the speech
recognition mechanisms will not have a clear boundary to start
the processing of the signal, and as a consequence, speech
segments will be lost, and noisy segments will be used in
recognition. The overall reliability of the Speech Recognition
System will dramatically experience the consequences of this
impairment in its results. At this point we have to take into
account that the S/N ratio changes rapidly when there is a

sudden burst of energy due to a speech utterance (as the
speaker forces loudness of speech to make himself
understandable), and that the noise level is not uniform in most
common environments. Abrupt changes have to be faced with
new adjustments in the values of the adaptation factors of the
Noise Cancellers, as otherwise, unlocking and instability would
be present, thus reducing the efficiency of the canceling
mechanisms. What is being proposed in the following sections
is to use the side information provided by an Adaptive Noise
Canceller to improve the adaptation methods to significantly
extend the overall reliability of the recognition process under
non-stationary changes in the S/N ratio.

)LJXUH���D� Noisy Speech Trace (Primary Microphone)

)LJXUH���E. Power spectrum of the Noisy Speech Trace.
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The Noise Canceling Scheme, which may be seen in Fig. 2 is
based in an Adaptive Lattice-Ladder Filter [2-4] to process two
signal channels recorded by a two-microphone array (Speech
Source or Primary and Noise Source or Reference). According
with the strategies classically used to combine the different
estimators of Noise and the EDFNZDUG� UHVLGXDOV, several
algorithms may be devised to update the weights of the ODGGHU
ILOWHU. These give place to different implementations of the
basic canceling scheme. The ones initially checked in the
present research [5] were:

a) Gradient Lattice Ladder [3, 4]. The adaptation step
used for this filter was α=0.9998.

b) RLS Lattice Ladder algorithm (Recursive LSL
algorithm using D�SRVWHULRUL estimation errors) [3, 4].
The adaptation step used for this filter was α=0.9999.

c) Direct Update (error feed-back) form of the RLS
Lattice Ladder algorithm (Recursive LSL algorithm
using D�SULRUL estimation errors with error feedback)



[3, 4]. The adaptation step used for this filter was
α=0.9997.

In all the cases the factor of �ODWWLFH�LQLWLDO�UHVLGXDO�HUURU�HQHUJ\
was taken as ε=5.108, this value ensuring a high lock-up
performance and an acceptable degree of stability during lock-
up for relatively stationary conditions regarding the S/N ratio.
The best microphone separation found was in the range  from
15-30 cm., for which the best canceling properties were
observed. The filter dimensions ranged correspondingly from
5+5 to 10+10 delay and processing stages, these values
corresponding to a sampling rate of 11050 Hz. The two input
channels were transformed by the Lattice-Ladder system in a
new trace of Clean Speech. The average amount of cancellation
obtained with these settings resulted in a S/N enhancement
ranging from 9 to 12 dB.
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)LJXUH��� General framework for the automatic adjustment of
the adaptation parameter in a Lattice-Ladder Noise Canceller.

Nevertheless, it was observed that the optimum values for the
adapting factor α were not independent from the S/N ratio,
especially during the insertion and decay of the speech bursts.
During these periods the adaptive filters tend to lose the
tracking of the signal (unlocking) In general, a value for α
close to the unity produces a slower adaptation rate but keeps
the cancellation ability within reasonable limits. On the other

hand, smaller values for α would result in a faster re-locking
process at the cost of decreasing the overall accuracy of the
noise canceller. Therefore, a certain method to dynamically
correct the value of the forgetting factor should be conceived to
better control the presence of sudden and loud speech bursts
over the noise level.

The proposed method relies on the continuous tracking and
comparison of the power envelopes of both the primary and the
reference signals, given as follows:

9V�P�� �PD[�^V
���P���1�N��`� ��N�1� ���
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���P���1�N��`� ��N�1� ��
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where V�Q� and U�Q� are respectively the primary (noisy speech)
and reference (noise) signals, Q is the time index, and P is the
frame index. The envelopes of both signals 9V�P� and 9U�P� are
evaluated on a frame-by-frame basis in non-overlapping frame
windows of 1 ��� samples each. An estimator of the first
derivative of each envelope is then evaluated, following the
expressions:
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The difference between both derivatives will remark the
segments where speech is explicitly present above the noise
level, as the effect of sudden variations in the level of noise are
smoothed:
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This magnitude is then normalized against the average power of
the reference signal 5��P� to compensate differences in the gain
of the signal acquisition chain:

G�P�� �
'�P�
5��P�

� ���

where 5��P� has been averaged over a window of / �� non-
overlapping frames:

5��P� � ∑
N /��

�

�5��P�N�� ���

with 5��P� evaluated within each frame as:

5��P�� � ∑
N �0

0��

�U���P���1�N�� ���

In what follows we will refer to G�P� as the 1RUPDOL]HG
$YHUDJH� 'LIIHUHQWLDO� 3RZHU (NADP). This amount is a good
tracer of the changes in the S/N ratio, and will be used to
induce the transitions in a three-state automaton, which will



decide on which kind of adaptation rate will be better used
(fast-inaccurate or slow-accurate). The behavior of the NADP
may be summarized in Fig. 3. Traces a) and b) represent the
energy envelopes of the noisy speech V�Q� and reference noise
U�Q�. Their respective VPRRWKHG derivatives are given in c) and
d). Trace e) would then represent the NADP. This last trace is
thresholded by two empirically established values µ1 and µ2,
which determine the decision-taking limits for the adjusting
automaton, accordingly with environmental facts, as
microphone behavior and quality, noise level and others.

a)

b)

c)

d)

e) µ2

µ1

)LJXUH��. Decision-taking thresholding to use fast vs. slow
convergence adaptation factors.

The adaptation automaton is composed of three states: 6� or
QHXWUDO, in which the S/N ratio is stationary; 6� or RQVHW, in
which a sudden increase in the S/N ratio has been detected, and
6� or GHFD\, in which the adaptation step has to be modified to
rapidly react to the new conditions in the S/N for better results.
The flow diagram of the adaptation automaton may be seen in
Fig. 4.
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)LJXUH��. Adaptation Automaton to detect the changes in the
S/N ratio and dynamically adjust the adaptive filter

The values of the adaptation steps in the experiments presented
here are assigned depending on the state in which we are for a
given S/N situation. States S0 and S1 will force α = 0.9999,
imposing a slow but accurate adaptation process. During state
S2 α = 0.992, thus imposing a faster but rather less accurate
adaptation process.
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To test the performance of the proposed thresholding method
for the dynamic adjustment of the forgetting factor α a set of
experiments was conducted which is summarized in what
follows. In a first step an LSL (direct update) Lattice-Ladder

Filter was used with the conditions exposed in Section 1. The
output signal, and its corresponding spectrogram are given in
Figs. 5.a and b. Figure 5.c gives the average energy difference
between the noisy speech input and the clean speech output. It
may be seen that the inadequate value of the forgetting factor,
when is kept at a constant value, does not grant a fast recovery
of the canceling ability of the filter, thus resulting in an
impairment of the noise reduction.

)LJXUH���D� Clean speech trace at the output of an LSL Lattice-
Ladder Filter. No adaptation of the forgetting factor.

)LJXUH���E��Spectrogram corresponding to the speech trace in
Figure 5.a. Compare against that in Figure 1.b.

)LJXUH���F��Average Energy Difference between the clean and
noisy speech. The vertical axis is in dB, the horizontal axis is

the frame index P.

It should be expected that during speech fragments the
difference in energy between the noisy and clean speech traces
would reduce to almost 0 dB, as most of the energy is due to
speech, but during the silent segments, noise reduction could be
within 10 an 12 dB. Due to the recovery time needed for the
filter to IRUJHW the high dynamic range sweeps present during
the speech segments, this recovery adopts the form of a decay,
seen as a saw tooth in the average energy difference. In a
second step the dynamic assignment method of the forgetting
factor was used as explained before. The clean speech output in
this case is given in Fig. 6.a, its spectrogram being plotted in
Fig. 6.b.

)LJXUH���D� Clean speech trace at the output of an LSL Lattice-
Ladder Filter with adaptation of the forgetting factor.



)LJXUH���E��Spectrogram corresponding to the speech trace in
Figure 5.a. Compare against those in Figs 1.b. and 5.b.

)LJXUH���F��Average Energy Difference between the clean and
noisy speech when dynamic assignment of the forgetting factor
is used (upper trace). Proposed segmentation of speech using
the Average Energy Difference (lower trace) The vertical axis

given in dB, the horizontal axis gives the frame index P.

In this second case, it may be seen that the Average Energy
Difference (Fig. 6.c) shows a much faster recovery to the
dynamic changes in the signal, and the average level of noise
cancellation is well above 12 dB during the noisy fragments of
speech. This same trace may be used to detect the speech
boundaries from the noisy background [6, 7], as pointed out by
the lower trace in this same figure.

)LJXUH���D� Normalized Average Differential Power
corresponding to the experiment shown in Figs. 6.a-c.

)LJXUH���E� Value assignments for the forgetting factor of the
Adaptive LSL filter (α).

The NADP trace corresponding to the case shown may be seen
in Fig. 7.a. This time series is signaling clearly the speech
bursts where the adaptation of the forgetting factor should be
carried out accordingly with the automaton given in section 2.
The practical values used for both decision-taking thresholds
were respectively m1=-180 and m2=180. The corresponding
value assignments for the forgetting factor are shown in Fig.
7.b. As a conclusion, it must be pointed out that the dynamic
assignment allows a faster recovery of the adaptation process
(fast re-locking), produces a cleaner speech trace, keeps the
average cancellation behavior as constant as possible, and helps

in deciding on the begin-end point detection process.
Applications of the method shown can be found in Robust
Isolated-Word Speech Recognition, Clean Speech
Communications, and others [8].
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