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ABSTRACT

This paper proposes two-step generation of a variable-
length class-based language model that integrates lo-
cal and global constraints. In the �rst-step, an ini-
tial class set is recursively designed using local con-
straints. Word elements for each class are determined
using Kullback divergence and total entropy. In the
second step, the word classes are recursively and words
are iteratively recreated, by grouping consecutive words
to generate longer units and by splitting the initial
classes into �ner classes. These operations in the sec-
ond step are carried out selectively, taking into account
local and global constraints on the basis of a mini-
mum entropy criterion. Experiments showed that the
perplexity of the proposed initial class set is superior
to that of the conventional part-of-speech class, and
the perplexity of the variable-word-length model con-
sequently becomes lower. Furthermore, this two-step
model generation approach greatly reduces the train-
ing time.

1. INTRODUCTION

Word n-gram models are e�ective and widely used as
language models for large vocabulary continuous speech
recognition[1] and broadcast news transcription[2]. How-
ever, they represent only local constraints within a few
successive words and lack the ability to capture global
or long-distance dependencies between noncontiguous
words[3, 4]. E�orts to make more powerful models inte-
grating longer-distance constraints, or variable-length
modeling[5, 6] has been carried out. These powerful
models have a huge number of parameters to be es-
timated. Word-grouping or class-based modeling[7, 8]
is a representative method to limit this increase in the
number of parameters for a large vocabulary, and a key
point in making a compact and powerful model is how
to design the class set adequately. Usually for sophisti-
cated models, optimal class setting requires a tremen-
dous amount of time. We devised a variable-length
class-based language model (indicated as one-step) and

showed its superiority to the word bigram or trigram for
middle-vocabulary-size spontaneous dialogue[9]; how-
ever, this model also needed much computation to gen-
erate sub-optimal classes for a large vocabulary task
and uses an initial class-set based on part-of-speech
(POS) information, which resulted in performance be-
ing insu�cient.

To overcome these problems of the performance and
the training time, we propose a multi-step modeling ap-
proach to generate a powerful language model. We de-
vise the following two-step strategy for a �ner variable-
length class-based language model using local and global
constraints to keep the amount of computation from
exploding.

In the �rst step of making this model, an initial class
set for the second-step is recursively designed taking
account of local constraints, which have the strongest
e�ect on the performance of the language model. Word
elements for each class are determined using Kullback
divergence of distribution of the nearest words and to-
tal entropy of the class-based model. In the second
step, compound word sequences are iteratively recre-
ated and a word-class set is recursively recreated, by
grouping consecutive words to generate longer units
and by splitting the initial classes into �ner classes.
The main characteristic of the second step is that these
operations of grouping and splitting are carried out
selectively, taking into account local and global con-
straints between noncontiguous words on the basis of a
minimum entropy criterion. To capture the global con-
straints, the model takes into account the sequences
of the function words and of the content words, which
are expected to respectively represent the syntactic and
semantic relationships between words.

This paper indicates that the perplexity of the pro-
posed initial class set is superior to that of the con-
ventional part-of-speech class, that the perplexity of
the proposed model for the test corpus consequently
becomes lower than that of the one-step model genera-
tion, and that this two-step model generation approach
greatly reduces the training time.



2. INITIAL CLASS SETTING (FIRST STEP)

Suppose a sentence S consists of a word sequence
w1; w2; : : : ; wN (indicated as wN

1
), then the probability

of S is written as

P (S) = P (w1; w2; : : : ; wn) =
NY
i=1

P (wi jw
i�1
1

): (1)

As neighboring words are the strongest factors to pre-
dict the next word occurrence, the following bigram
model and its class-based approximation are adopted
to design an initial class-set:

P (wi jw
i�1
1

) ' P (wi jwi�1)

' P (wi jCi)P (Ci jCi�1); (2)

where C indicates a word-class (wi 2 Ci).
In our initial class setting, word clustering using

Kullback divergence, and word-class setting based on
an entropy criterion, are used in the procedure of re-
cursive word-class division to obtain a suitable initial
word-class set for the second step (Figure 1). The class
division algorithm is as follows:

� (1-1) Select a class Ch and its division into two
classes Ci and Cj , giving the minimum total dis-
tances:

arg min
Ch;gi;gj

(
1

Ki

X
ws2Ci

d(gi; ws) +
1

Kj

X
ws2Cj

d(gj ; ws));

(3)
where Ki is the number of words belonging to class
Ci, gi is the center word (centroid) of class Ci, and
d(x; y) is the distance value between words x and y.
Membership of each word to each class is decided on the
bases of smaller distance value: if d(ws; gi) � d(ws; gj),
then ws 2 Ci, else ws 2 Cj. Distance d(x; y) is de�ned
using both Kullback divergence d1 of previous words
and that d2 of succeeding words. Namely, to calculate
the di�erence of distribution of succeeding words w for
words x and y, d1 is de�ned as

d1(x; y) = (4)
VX
w

(P (w jx)� P (w j y))(logP (w jx)� logP (w j y)):

Calculation of d2 for preceding words is the same as
Eq. (4), and d(x; y) is de�ned as follows;

d(x; y) = d1(x; y) + d2(x; y) (5)

� (1-2) Divide the class Ch into Ci and Cj accord-
ing into the result of (1-1), and rearrange mem-
bership of word elements of Ci and Cj based on
the basis of minimum entropy criterion.
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Figure 1: Initial class setting procedure

These procedure are repeatedly carried out until the
number of classes reaches the pre-de�ned number. In
our modeling, for the use of global constraints in the
second step, all words in the lexicon were divided into
content words such as nouns, verbs, adjectives, and ad-
verbs, and function words such as auxiliary verbs and
case markers, and then the class division procedure be-
gins with these two classes. Then, each word class in
the generated initial set is composed of either function
or content words, which is a necessary condition for the
second step.

3. CLASS-BASED MODELING USING
GLOBAL CONSTRAINTS (SECOND STEP)

3.1. Global constraints

For simplicity, only a single preceding word is taken
into account, both for global and local relationships.
Let fi denote the last function word and hi the last
content word in the substring wi

1. Taking fi�1 and
hi�1 into consideration as well as wi�1, the occurrence
probability of a word wi is, represented approximately
as follows[10]:

P (wi jw
i�1
1

) ' P (wi jwi�1; hi�1; fi�1): (6)

As wi�1 is identical to hi�1 or fi�1,
P (wi jwi�1; hi�1; fi�1)

=

8>><
>>:

P (wi jwi�1; fi�1);
if wi�1 is a content word

P (wi jwi�1; hi�1);
if wi�1 is a function word:

(7)

Figure 2 shows an example of how global constraints
are taken into account for each word in the sentence.
Arcs indicate global constraints in this �gure. Word
w8, which is a function word, has global constraints
with function word w5, because its preceding word w7,
which has local constraints with w8, is a content word.
Thus its probability is P (w8 j w7; w5).

In our formalization, to reduce the amount of mem-
ory required and to cope with the sparseness of training
data class-based modeling is introduced[9],

P (wi jwi�1; hi�1; fi�1)

' P (wi jCi) � P (Ci jCi�1; Ri�1); (8)
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Figure 2: Examples of global constraints in a sentence
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Figure 3: Two procedures in variable-length modeling

where C and R are word classes (wi 2 Ci, Ri�1 3 fi�1
or hi�1).

3.2. Iterative word-class setting

An appropriate set of word-classes should be designed
to generate powerful variable-length models keeping
the number of total parameters small. In our approach,
starting from initial given classes, the following two
types of procedures are carried out repeatedly (Figure
3)[6, 9]:

(a) Word-class splitting:

Split a class Cm into a word intrinsic class wn
and its complement class Cm � wn:

(b) Consecutive word grouping:

Group a pair of consecutive words ŵm and ŵn
into a concatenated word ŵmŵn (=ŵmn) and its
complements ŵ0

m and ŵ0
n.

Consequently, the probability of S is rewritten as

P (S) '
KY
i=1

P (ŵijCi) � P (CijCi�1; Ri�1); (9)

where ŵi is a word sequence belonging to the word-class
Ci, K is the number of word sequences contained in
the sentence (K � N ), and word classes C, R are sets
of content words, function words, or word sequences
of function and content words. When word wi�1 of
word-class Ci�1 is a new word generated by grouping
content words and function words, P (CijCi�1; Ri�1) is
identical to P (CijCi�1; Ci�2).

The above-mentioned procedures are carried out on
the basis of a total minimum entropy criterion con-
cerning each probability of P (ŵijCi)P (CijCi�1; Ri�1)
in the following way:

1. Setting of given initial word-classes

2. Calculation of total entropy for each selection

(2-a) Select a split wordwnmin
and its classCmmin

giving the minimum entropy (indicated asHamin
)

for each word split.

(2-b) Select a pair of grouping words ŵpmin
and

ŵqmin
giving the minimum entropy (indicated as

Hbmin) for each pair.

3. Selection of word-class split or word grouping

Either split word-class for Cmmin
; wnmin

or group
consecutive words for ŵpmin

; ŵqmin
, whichever gives

the smaller entropy,Hamin orHbmin, and go back
to step 2.

By repeating these processes, a �ner variable-length
class-based model taking account the global constraints
is generated.

4. EXPERIMENTS

The proposed model was generated using a Japanese
newspaper corpus (Nikkei). The training data con-
sisted of about 1:4�105 sentences with about 2:6�106

words (9:2�103 di�erent words, where 8% are function
words and the rest are content words), and POS was
tagged to each word of the lexicon. Test text consisted
of 2:2 � 104 sentences (4:0 � 105 words) from another
part of the newspaper corpus.

We evaluated the proposed initial model (A) using
the test-set perplexity from Eq. (2). First, all words
were divided into a class of content words and a class
of function word, and the initial class setting in Sec-
tion 2 was carried out. The proposed model was com-
pared with a heuristic POS-based initial model (B) and
a clustering-based model based on minimum distor-
tion (C). Concerning the POS-based model, the model
of ten classes is designed using POS information, and
that of 100 classes is designed using both POS informa-
tion and the syntactic and semantic property for each
word. In the clustering-based method, class division
was carried out using the distortion measure, which is
described as Eq. (5) in Section 2, using Kullback diver-
gence. Experimental results for each number of classes
are shown in Figure 4-a. The proposed initial model
achieved lower perplexity than the other two models
(about 2/3 for the 100-class model compared to the
POS model).

Next, the proposed class-based variable length model
was generated for two initial set: 80 classes by the pro-
posed initial class generation algorithm and the 100-
class model based on POS information. Test-set per-
plexities from Eq. (8), shown in Figure 4-b, also show
that the proposed initial class model is superior to the
conventional POS model (about 20% reduction for the
240-class model).
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Figure 4: Reduction of perplexity for two-step approach of class-based variable-length language model

Then, we generated the proposed class-based variable-
length model using the 700-class model resulting from
the �rst step. Experimental results are shown in Ta-
ble 1 and Figure 4-c. As the number of classes in-
creased, perplexity decreased monotonically. When the
number of classes exceeded 700, the perplexity of the
test text became lower than that of bigram.

These results show that the two-step variable-length
class-based modeling is very useful. Furthermore, this
two-step model generation approach greatly reduced
the training time compared to the one-step modeling
(approximately 1/20).

5. CONCLUSIONS

In this paper, we proposed a fast two-step generation
approach of a �ner variable-length class-based language
model that integrates local and global constraints. In
the �rst-step, an initial class set is recursively designed
using only local constraints. In the second step, the
operations of grouping consecutive words and splitting
the initial classes into �ner classes were carried out se-
lectively. Experiments showed that the perplexity of
the proposed initial class set is superior to that of the
conventional part-of-speech class (about 2/3), and the
perplexity of the proposed model for the test corpus
is lower than that of word bigram model (about 20%
reduction). This two-step model generation approach
greatly reduced the training time compared to the one-

Table 1: Comparison of test-set perplexity and ratio of
number of parameters

�rst step second step word
(initial set) variable length bigram

No. of classes 700 700 1,000 9,212

perplexity 145 111 100 117
parameters 0.23 1.4 1.7 1

step modeling (approximately 1/20).
We will examine our modeling approach for larger

vocabulary, and are planning to apply this language
model to the second pass in a multi-pass speech recog-
nition system.
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