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ABSTRACT

An e�cient representation of short-time phase character-
istics of speech sounds is proposed, based on recent �nd-
ings which suggest perceptual importance of phase char-
acteristics. Subjective tests indicated that the synthesized
speech sounds by the proposed method are indistinguish-
able from the original speech sounds with a moderate data
compression. The proposed representation uses lower-order
coe�cients of inverse Fourier transform of the group delay
of speech. It also alleviates the voiced/unvoiced decision,
which is an indispensable part in conventional speech cod-
ing algorithms. These features make our method potentially
very useful in many applications like speech morphing.

1. INTRODUCTION

The conventional synthesized speech has been reconstructed
with zero phase or minimum phase in analysis-synthesis
methods based on the fact that the phase information is
not believed so important for auditory perception. Honda
et al.[1] have proposed a speech coder using phase equaliza-
tion, and showed its e�ectiveness. The synthesized speech
by these methods su�ers from the characteristic sound so
called `buzziness'. Another problem, which almost all analysis-
synthesis systems su�er from, is a di�culty of the decision
of voiced or unvoiced frames, so several methods are pro-
posed to solve these problems.

In speech coding, one of the most general methods is
to encode a residual of LPC[2]. The LPC residual includes
amplitude information which can not be represented us-
ing LPC coe�cients and phase information of the input
speech. So the quality of the LPC residual-based synthe-
sized speech is much better than the quality of the zero
phase or minimum phase synthesis. In addition, there is
no need of voiced/unvoiced decision with the LPC residual-
based method . The LPC residual-based method is widely
used in speech coding because the bit rate can be reduced.
However, it is known that the bit rate reduction less than
a certain value leads to degradation in speech quality. It
is also di�cult to apply to speech modi�cation, such as
speech transformation and speech morphing. Though the
other methods are improved in order to reduce buzziness of
zero phase synthesis[3, 4], they still have similar problems.

A new speech manipulation method, STRAIGHT, pro-
posed by one of the author [5] provided another evidence
that phase (or group delay) information plays an impor-
tant role in high quality speech synthesis. STRAIGHT
is essentially a channel VOCODER using minimum phase
impulse responses to resynthesize speech. However, each
impulse response is modi�ed using an all-pass �lter with
randomly manipulated group delay in higher (> 2kHz, typ-
ically) frequency region. This manipulation of group delay
found to add `naturalness'. Even though STRAIGHT pro-
vides high quality synthetic speech sounds, it is still possible
to discriminate the di�erence between the original speech
and the synthetic speech, especially in 8kHz sampling rate.
STRAIGHT also has the similar voiced/unvoiced decision
problem as the other analysis-synthesis methods do.

In a study of auditory perception, Patterson proves that
the phase information is important for auditory perception.
He also proposes a model which simulates our auditory per-
ception properly[6]. As this model takes no consideration
for synthesis, it can not be applied to applications such as
speech coding and speech transformation.

We propose a new representation of the short-time phase
for applying to speech coding or speech transformation. A
representation of short-time phase is required to keep im-
portant parts for auditory perception, to reduce the bit rate,
and to interpolate between parameters for speech transfor-
mation and speech morphing. The proposed method has a
large possibility to satisfy these requirements.

Generally the range of phase spectra which are obtained
by discrete Fourier transform is limited between �� and �,
so the phase spectra have discontinuity. To avoid this dis-
continuity caused by the limitation, a group delay is used in
our method. It may be also possible to interpolate between
phases by using the group delay, because a group delay is
correspond to delay in time domain[7].

2. GROUP DELAY

In this section, we discuss how to estimate the group delay.



2.1. Group Delay Estimation

Let x(t) is an input signal, then its Fourier transform X(!)
is given by

X(!) = F [x(t)] = a(!) + jb(!) (1)

where F [�] represents Fourier transform. Its amplitude and
phase can be written as

jX(!)j =
p
a2(!) + b2(!) (2)

�(!) = arctan

�
b(!)

a(!)

�
(3)

A group delay is de�ned by

D(!) = �
d�(!)

d!
(4)

The equation of phase de�nition (3) becomes

tan �(!) =
b(!)

a(!)
(5)

By the di�erential calculus of (3), the group delay can be
rewritten as

�
d�(!)

d!
=
� db(!)

d!
a(!) + b(!) da(!)

d!

a2(!) + b2(!)
(6)

By the property of Fourier transform (�jt)x(t) $ dX(!)
d!

,
we get (7)

dX(!)

d!
=
da(!)

d!
+ j

db(!)

d!
= F [�jtx(t)] (7)

Then, the group delay D(!) is expressed as

D(!) =
�Im[F[�jtx(t)]]a(!) + b(!)Re[F [�jtx(t)]]

a2(!) + b2(!)
(8)

We have to decide a reference point of input speech es-
timating the group delay. The reference point is the peak of
every pitch waveform in input speech in our experiment. We
call the reference point `pitch mark'. A one-pitch waveform
is estimated with windowing the input signal according to
the pitch mark. The one-pitch waveform is twice as long as
an interval of the pitch mark. If there is no mark at a cer-
tain frame, we consider the frame unvoiced, and the frame
is windowed with a constant length.

2.2. Synthesis Using Group Delay

The phase spectrum can be obtained by integration of the
group delay.

�
0(!) = �

Z !

0

D(!)d! (9)

Practically, the integration is approximated with the cumu-
lative summation.

�
0(k) = �

2�

N

kX
0

D(k) (10)

Here, N is the number of FFT points.

The complex spectrum is obtained using both the phase
spectrum and the amplitude spectrum. It leads to the one-
pitch waveform by inverse Fourier transform.

X
0(!) = jX(!)jej�

0(!) (11)

x
0(t) = F�1[X 0(!)] (12)

The synthesized speech is reconstructed using this one-pitch
waveform by the overlap-add method. In this algorithm,
even in the unvoiced frame, it is not required to convolute
a random noise source as in the zero phase synthesis.

The above algorithm makes it possible to synthesize
high quality speech. Occasionally, the synthesized speech
su�ers from click noise caused by the summation approxi-
mation error of (10). We explain the way of dealing with
the click noise in the next section.

2.3. Click Noise Removal

2.3.1. Pitch Marking Strategy

It is known that phase spectral 
uctuation becomes un-
stable in some pitch mark positions[8]. In the large phase

uctuation, the above algorithm has a possibility of result-
ing large error by the summation of the group delay. In case
that the input signal is a periodic impulse, the pitch mark
is positioned at the peak of an impulse, while phase spec-
tral 
uctuation becomes smallest[8]. Based on this idea, we
can say the error in the summation (10) is reduced if pitch
mark is put on the suitable position. By a preliminary ex-
periment, the best result was produced when we choose the
position as the peak of the low pass �ltered (about < 500Hz)
speech.

2.3.2. Limitation of Phase

The real phase spectrum has limitation that the value in
radian frequency 2� is 2n� (n: integer). The estimated
phase spectrum does not satisfy the requirement because
of approximation of the integration. So we give a linear
phase component to the estimated phase for satisfying the
limitation.

2.3.3. FFT Points

Increasing FFT points leads to improve approximation ac-
curacy of the integration, and to decrease the error of wave-
form. In our experiment, the number of the FFT points is
8192, slightly larger than in normal speech analysis.

These error reduction algorithms make it possible to
synthesize high quality speech which we can hardly distin-
guish from original speech.

3. GROUP DELAY INFORMATION
COMPRESSION

In the previous section, we show that it is possible to syn-
thesize high quality speech using the group delay. However
a large amount of data, a half of FFT points (because the
group delay is even function), are required. In this section,
we propose a method to compress the group delay informa-
tion, and we show that our compression method represents
the phase information e�ciently.
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Figure 1: Example of one-pitch waveform
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Figure 2: Example of group delay

3.1. Characteristics of Group Delay

Figure 2 shows the estimated group delay from time series
of one-pitch waveform in Figure 1.

We can �nd the following characteristics, from Figure
2.

1. The group delay values change smoothly in time do-
main, while the waveform changes little.

2. The group delay values change smoothly in frequency
domain except for a few peaks in the group delay.

3. The detailed group delay values have no correlation
with the waveform shape, while the global group de-
lay values are related to the waveform shape.

These characteristics imply that the detailed group de-
lay values may be not so important for auditory perception.
From this implication, we assume that the global shape of
the group delay is important in speech. In other words, we
can compress the phase information without degradation,
when the global shape of the group delay is used. We ex-
plain how to estimate the global shape of the group delay
in next subsection.

3.2. Time Domain Smoothed Group Delay

The smoothed group delay contains only the global infor-
mation. we use a low pass �lter for smoothing the group

Table 1: Analysis conditions

Sampling Frequency 8kHz
Window Gaussian Window
Window Length Variable with Pitch
FFT point 8192 points

delay. We can extract the global shape of the group delay
by low-order coe�cients of Fourier transformed group de-
lay. Fourier transformation and inverse Fourier transforma-
tion is equivalent because the group delay is even function.
Then we substitute Fourier transform with inverse Fourier
transform. The inverse Fourier transformed group delay co-
e�cients become the parameter in time domain. We call the
coe�cients TSGD (Time-domain Smoothed Group Delay).
TSGD is expressed as

d(n) = F�1[D(k)] (0 � n � �) (13)

Here, D(k) is the group delay in discrete time domain, �
is the order for windowing. The order of the TSGD coe�-
cients is independent of the FFT points because TSGD is
time domain.

If you want to get synthesized speech using TSGD, es-
timate the group delay by calculating Fourier transform of
TSGD, utilize the synthesis algorithm from the group delay
as we mentioned in Section 2.

4. EVALUATION EXPERIMENT

4.1. Experiment 1: Objective Evaluation

In this section, we evaluate the performance of TSGD objec-
tively using the segmental SNR, in order to investigate re-
lation between the coe�cient order of TSGD and the wave-
form shape.

We compute the segmental SNR for each synthesized
speech in several coe�cient orders of TSGD. In our exper-
iment, the SNR is not compared with real speech but with
only windowed synthesized speech. As Gaussian window is
good for estimating the group delay by a preliminary experi-
ment, we use it. Table 1 shows the experimental conditions.
Speech materials are two short sentences which are uttered
by two male and two female (8 utterances in total).

Figure 3 shows the relation between the TSGD coe�-
cient order and the segmental SNR. From this �gure, we can
see the segmental SNR has almost saturated value over 100
order of TSGD. This imply that the waveform information
is concentrated below the 100th coe�cient of TSGD. That
is to say that waveform information exists in the global
shape of the group delay.

The segmental SNR value using lower 20 coe�cients of
TSGD is over 20dB. It is good enough to reconstruct wave-
form. In next section, we discuss if the segmental SNR value
in less than 20 TSGD coe�cients is su�cient for auditory
perception.

4.2. Experiment 2: Subjective Evaluation

Subjective evaluation is carried out by 6 subjects. The
subjects evaluate the speech quality in the 5 grades. We
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Figure 4: Results of subjective test by opinion test

instruct them to pay attention to speech timbre. The anal-
ysis conditions are the same as in Experiment 1.

Speech materials are original speech (ORG), synthe-
sized speech only by windowing (WIN), synthesized speech
using the group delay (GD), synthesized speech with TSGD,
synthesized speech with zero phase (ZP), and synthesized
speech with minimum phase (MP).

The zero phase and minimum phase speech are synthe-
sized in order to avoid degradation as much as possible, as
follows:

1. Estimate the detailed fundamental frequency using
the method in [9].

2. Window the speech from pitch mark information in
order to get one-pitch waveform.

3. The windowed one-pitch waveform is transformed to
zero phase or minimum phase with FFT.

4. Convolute random noise source in unvoiced frames.

5. Using estimated fundamental frequency, arrange the
one-pitch waveform. Control fundamental frequency
more accurately with the method in [5].

By applying the above processing, the di�erence between
zero or minimum phase speech and original speech is only
caused by short-time phase di�erences.

Figure 4 shows the mean opinion scores of the subjective
test. The zero and minimum phase result in lower scores. In
contrast, high quality speech equivalent to original speech
can be synthesized, when more than low 30 TSGD coe�-
cients are used. As the TSGD coe�cient order is decreased
than low 30 TSGD coe�cients, the quality of the synthe-
sized speech becomes lower.

The another merit of the proposed method is that the
synthesized speech with TSGD does not need to convolute
the random noise source at all. The needlessness of the
random noise source convolution makes it possible to reduce
degradation caused by the voiced/unvoiced decision error
for applications such as speech coding and speechmorphing.

5. CONCLUSION

The time domain smoothed group delay (TSGD) represen-
tation was proposed taking advantage of a psychological
observation that the global shape of the speech group de-
lay plays an important role in reproduction quality. It was
also shown that the TSGD coe�cients are e�cient repre-
sentation to preserve waveform information in terms of the
segmental SNR measure.

A series of subjective tests demonstrated that the lower
30 coe�cients of TSGD is su�cient to produce high qual-
ity speech sounds which are almost indistinguishable from
the original speech sounds. It was also con�rmed that sim-
ply using minimum phase or zero phase impulse response
to resynthesize speech signals damages perceptual quality
signi�cantly.

The proposed method is useful for many applications
such as speech coding, speech transformation and speech
morphing because of easy implementation and robustness.
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