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ABSTRACT

The rejection of unknown words is important in improving
the performance of speech recognition. The anti-keyword
model method can reject unknown words with high accu-
racy in small vocabulary and speci�ed task. Unfortunately,
it is either inconvenient or impossible to apply if words
in the vocabulary change frequently. We propose a new
method for task independent rejection of unknown words,
where a new phoneme con�dence measure is used to verify
partial utterances. It is used to verify each phoneme while
locating candidates. Furthermore, the whole utterance is
veri�ed by a phonetic typewriter. This method can improve
the accuracy of veri�cation in each phoneme, and improve
the speed of candidate search. Tests show that the proposed
method improves the recognition rate by 4% compared to
the conventional algorithm at equal error rates. Further-
more, a 3% improvement is obtained by training acoustic
models with the MCE algorithm.

1. INTRODUCTION

It is important to reject out-of-vocabulary utterances in
practical speech recognition. The wrong actions might trig-
gered by an unknown word, a noise, a breath sound, or
an unnecessary word. Therefore, many methods have been
proposed to the rejection of out-of-vocabulary words.

There are two types of rejection methods. One depends
on the task, the other does not. Typical task-dependent
methods are reported in [1][2][3], etc. The models such as
anti-keywords and anti-subwords are made to match the
task, and these are used to normalize candidate likelihood.
These methods suit tasks with small vocabularies and fail
to handle vocabularies that are large or that change.

Task independent methods operate in the speech recog-
nition system which has no vocabulary restriction [4][5].
Such methods are called vocabulary-free speech recognition
or the phonetic typewriter. Vocabulary-free speech recog-
nition uses the loop network of the syllables. This method
compares the likelihood by the vocabulary-based recogni-
tion to the likelihood by the vocabulary-free recognition,
and decides whether the obtained candidate should be re-
jected. This is independent of the task, and so it supports
tasks that use changeable vocabularies.

The performance of vocabulary-free speech recognition
is, however, not so high so the rejection accuracy is not so

high. Furthermore, it does not work e�ectively for slightly
di�erent words because it veri�es entire utterances.

Our goal is a task independent rejection method that
o�ers high rejection performance. We use the veri�cation
of partial utterances in addition to likelihood normaliza-
tion by a vocabulary-free recognition system. The phoneme
con�dence measure is de�ned for partial veri�cation; it is
based on the di�erence of likelihood between the current
phoneme and the other phonemes. Moreover, the likeli-
hood of the phoneme con�dence measure is added to the
accumulated acoustic likelihood of each Viterbi path to im-
pose a penalty on unknown words. The proposed rejection
method is, therefore, more accurate than the phonetic type-
writer, and is independent of the task if the acoustic model
is independent of the task. Furthermore, candidate search
e�ciency can be increased.

First, in Section 2, we de�ne the phoneme con�dence
likelihood. Second, in Section 3, we briey explain MCE.
Finally, in Section 4, experiments and experimental results
are described.

2. REJECTION BY PHONEME CONFIDENCE
LIKELIHOOD

2.1. Recognition Processing Using Phoneme Con-
�dence Likelihood

We aim at improving the accuracy of rejection by using the
likelihood distributions of voice segments. The relative like-
lihoods are calculated for each phoneme, and the logarithm
of the relative likelihoods are added to the accumulated
log likelihoods of each Viterbi path. This means that this
process imposes a penalty on the con�dence likelihood of
each phoneme. The method requests these relative like-
lihood distributions beforehand, and calculates likelihoods
from the distributions at recognition step. Here, the rela-
tive likelihood of each phoneme is de�ned as the phoneme
con�dence likelihood.

As a result, it becomes possible to delete phonemes that
have small phoneme con�dence likelihoods in the search
process. Also, the likelihoods of candidates for unknown
words will be lower at the end of utterance even if they are
not deleted until that time. Therefore, it will be easier to
reject unknown words than if we use only vocabulary-free
recognition.

After the logarithm of phoneme con�dence likelihood
pi(X

2
1 ) is calculated at the end of each phoneme, as shown
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Figure 1: Calculation of con�dence likelihood.

in Figure 1, it is multiplied by the constant �, and added to
accumulated acoustic logarithm likelihood Li(X

2
0 ) at that

time.
L̂i(X

2
0 ) = Li(X
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0 ) + �� logfpi(X

2
1 )g;

where X2
1 is the feature vector from time t1 to t2, and �

is constant. L̂i(X
2
0 ) becomes the accumulated logarithm

likelihood of the path, its weight matches the reliability of
the phoneme.

In addition, recognition candidate's likelihood is nor-
malized by the accumulated logarithm likelihood obtained
from the vocabulary-free speech recognition system at the
end of the utterance. The candidates are decided by their
normalized likelihood values whether they should be re-
jected.

2.2. De�nition of Phoneme Con�dence Likelihood

The phoneme con�dence measure is de�ned as follows:
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where gi(Xt) is the logarithm likelihood of the i phoneme
model of the candidate for feature Xt of the input voice
at time t, and N is the total number of phoneme models,
and di = t2 � t1 is the duration. The right second term is
de�ned as the mean of likelihoods of the other phonemes.
We found that this was stable after we tested some another
de�nitions, for example, using maximum likelihood among
phonemes. The phoneme con�dence likelihood pi(X

2
1 ) is

de�ned by using the sigmoid function as follows.

pi(X
2
1 ) =

1

1 + exp[�afCi(X2
1 ) + bg]

;

where a and b are constant. pi(X
2
1 ) is taken between 0

and 1, it approaches 1 when the likelihood of the current
phoneme model is relatively larger than that of other phoneme
models, it approaches 0 otherwise. Constant a in the sig-
moid function means an inclination, and is set from the
experiments. Figure 2 shows the logarithm of the sigmoid
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Figure 2: Logarithm of Sigmoid Function y = � log[1 +
expf�a(x+ b)g].

function for a few values of a. This function is generally 0
in the positive value area of the horizontal axis for any a
but has smaller negative value in the negative value area
of the horizontal axis for larger a. Therefore, a can con-
trol the weight of the con�dence likelihood. About con-
stant b, statistics of con�dence measure were taken from ac-
tual speech data, and the minimum value of each phoneme
model was set as b.

2.3. Use Past Records of Con�dence Likelihood

Some indistinct phonemes might be included in a utterance
even if it is possible to understand the whole utterance.
Therefore, phoneme con�dence likelihood does not neces-
sarily obtain accurate value. Since it is dangerous to use
only the reliability of the phoneme, we also use weighting
the phoneme con�dence likelihood by some records of con-
�dence likelihood for each phoneme.

The con�dence likelihood obtained in each phoneme is
maintained, and its record is left by propagating simulta-
neously with accumulated logarithm likelihood. The accu-
mulated logarithm likelihood is weighted by the records of
con�dence likelihood at each phoneme terminal.

L̂i(X
2
0 ) = Li(X

2
0 ) + ��

1

M + 1

MX
j=0

li�j ;

where li�j is the jth past record of the ith phoneme, and
M is the number of records. The record of con�dence like-
lihood is not used when M = 0.

3. MINIMUM ERROR DISCRIMINATIVE
TRAINING

We used Minimum Error Discriminative Training (MCE)
[6] to obtain more powerful acoustic models. MCE trains
acoustic models to be able to discriminate between one an-
other. On the other hand, the performance of the phoneme



con�dence likelihood is more accurate if acoustic models
are more distinguishable from one other. Therefore, MCE
training might make more accurate for the phoneme con�-
dence likelihood.

Here, we explain about MCE algorithm in brief. In pa-
rameter set � of acoustic model, the discriminant function
is de�ned as gk(X;�), logarithm likelihood for class k of
observation vector X is identi�ed, and the misclassi�cation
function is de�ned as

dk(X;�) = �gk(X;�) +Gk(X;�);

where

Gk(X;�) = log
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X
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is according the log likelihood of competition candidates
for class k, where K is a number of competition candidates,
and � is constant. The class loss function is de�ned as the
sigmoid function

lk(X; �) = `(dk) = 1=(1 + e��(dk+));

where � and  are constant. The parameter � is updated
by

�t+1 = �t � �tVtrlk(X; �)j�=�t ;

where �t is a small positive real number, and Vt is a positive
de�nite matrix. The parameter � is updated by controlling
small change rlk(X; �)j�=�t with �t and Vt.

In training process, N-best candidates of vocabulary-
free speech recognition are used as competition candidates.
Each candidates are divided into phonemes, and the param-
eters � are estimated and updated for each phonemes.

4. EXPERIMENTS

4.1. Experimental Setup

For experimental condition, we used the frame length of 32
ms and the frame shift of 8 ms at 12 kHz sampling fre-
quency. 16th selective LPC cepstrum and 16th � cepstrum
and � power were used with the analysis condition. Con-
text dependent phoneme models including 450 states with
four mixed distributions was used as the acoustic model
covering 27 Japanese phonemes. These models are trained
by Baum-Welch algorithm �rstly, and are trained by MCE
algorithm secondly.

For training data to Baum-Welch algorithm, we used
a set of 5,240 common Japanese words and a set of 216
phonetically-balanced words uttered by 10 persons for each
of male and female in the A set of the ATR database, and
used 503 sentences uttered by 30 males and 34 females in
the database of Acoustical Society of Japan.

For training data to MCE algorithm, we used a set of a
set of 216 phonetically-balanced words uttered by 20 males
and 20 females in the A and C set of the ATR database,

The proposed algorithm was evaluated by word recog-
nition experiments by 1,202 words which contains 100 city
name and the station name uttered by 5 men and 4 women.
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Figure 3: False acceptance rates vs. false rejection rates.

In the evaluation for unknown words, we used the 216 pho-
netically balanced words from the C set of ATR data base
uttered by 10 males and 10 females, who were open speaker.

The center state of each phoneme model was used the
calculation of gi(Xt).

4.2. Experimental Results

The rejection was decided according as threshold of nor-
malized likelihood of a candidate at the end of utterance.
The false acceptance rates versus the false rejection rates is
shown in Figure 3 , and the word recognition rates versus
the false rejection rates is shown in Figure 4 as an experi-
mental result when the rejection threshold is changed.

\No phoneme con�dence likelihood (baseline)" means
conventional way that likelihood is normalized by the like-
lihood of the �rst candidate of vocabulary-free speech recog-
nition without phoneme con�dence likelihood. \Phoneme
con�dence likelihood (no past record)" means the proposed
method using phoneme con�dence likelihood without any
past records, and \1 past record" or \2 past records" means
the proposed method using phoneme con�dence likelihood
with one or two past records. \MCE" means the acoustic
models trained by MCE algorithm were used.

In the �gures, the coe�cient of the sigmoid function is
a = 5:0� 10�5 for models not trained by MCE algorithm,
and a = 1:0� 10�4 for models trained by MCE algorithm.
Here, the coe�cient was � = 1:0 when phoneme con�dence
likelihood was added.

First, in Figure 3, it is shown that the accuracy is better
for the curve to approach the origin. This �gure shows
that the improvement of accuracy was obtained by using
con�dence likelihood. The equal error rate was improved
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Figure 4: Word recognition rates vs. false rejection rates.

by 2%. (Table 1). Furthermore, MCE training improved
by 4% compared to the baseline performance. The word
recognition rate was improved by 5% as shown in Table 2.
More 3% improvement was obtained by MCE training.

Second, Figure 4 shows the recognition rates of words
in the vocabulary for the false rejection rates. The recogni-
tion rate is almost equal or is slightly improved even when
the rejection performance is raised as shown. The perfor-
mances of proposed method with past records of phoneme
con�dence likelihood were similar to the method without
any past records, so they were not plotted. Table 3 shows
that the word recognition rate without rejection was im-
proved by 14.0 % in the error reduction rate. Moreover,
18.6% error reduction rate was obtained by MCE training
compared to the baseline performance. It can be said that
the phoneme con�dence likelihood can improve accuracy at
each phoneme, so some words are recognized correctly.

Any improvement was hardly obtained for the method
using preceding phoneme con�dence likelihood compared to
the method without any preceding con�dence likelihoods,
though it is improved a little in the area where the false
rejection rate was high.

Furthermore, The proposed method using acoustic mod-
els trained by MCE algorithm improved the rejection per-
formance. The accuracy of phoneme con�dence likelihood
can be improved by MCE training.

5. CONCLUSION

We proposed a new method for task independent rejec-
tion of unknown words. The rejection accuracy improve-
ment of unknown words was achieved by introducing the
phoneme con�dence likelihood at each phoneme during the
search process. Furthermore, the recognition accuracy was
improved or almost equal. Because the proposed method
could impose penalty on segments of the candidates and

Table 1: Equal error rates.
Equal error rates [%]

No con�dence likelihood 18.0
(baseline)

Con�dence likelihood 16.0
(no past record)

Con�dence likelihood 14.0
(no past record, MCE training)

Table 2: Word recognition rates at the equal error rate.
Recognition Rates [%]

No con�dence likelihood 71.0
(baseline)

Con�dence likelihood 75.0
(no past record)

Con�dence likelihood 78.0
(no past record, MCE training)

Table 3: Word recognition rates in case of no rejection.
Recognition Rates [%]

No con�dence likelihood 91.4
(baseline)

Con�dence likelihood 92.6
(no past record)

Con�dence likelihood 93.2
(no past record, MCE training)

could verify more accurate the entire utterance. The rejec-
tion performance was further improved by MCE training
algorithm because the phoneme con�dence likelihood was
made more accurate by this algorithm.
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