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ABSTRACT

This paper addresses the limitations of current approaches
to distant-talker speech acquisition and advocates the devel-
opment of techniques which explicitly incorporate the na-
ture of the speech signal (e.g. statistical non-stationarity,
method of production, pitch, voicing, formant structure,
and source radiator model) into a multi-channel context.
The goal is to combine the advantages of spatial �ltering
achieved through beamforming with knowledge of the de-
sired time-series attributes. The potential utility of such
an approach is demonstrated through the application of a
multi-channel version of the Dual Excitation speech model.

1. INTRODUCTION

For close-talker environments, single channel speech en-
hancement systems have been well-studied and proven e�ec-
tive at improving the perceived quality of speech degraded
by low to moderate levels of background noise. Examples
of these approaches include Spectral Subtraction and its
many variations, Wiener Filtering, Adaptive Noise Can-
cellation, and Comb Filtering. Summaries of these tech-
niques may be found in any of a number of references, for
instance [1, 2]. In recent years, more sophisticated speech
models have been applied to the enhancement problem. In
addition to utilizing the periodic features of the speech, as in
the case of comb �ltering, these systems exploit the signal's
mixture of harmonic and stochastic components. By sep-
arating speech into voiced and unvoiced portions and per-
forming a spectral modi�cation to the unvoiced part alone,
the Dual Excitation (DE) Speech Model [3] (a cousin to
the Multiband Excitation Model popular in the low-rate
speech coding �eld [4, 5]) is able to achieve results free of
the tonal artifacts associated with traditional spectral mod-
i�cation methods and to increase speech quality and intel-
ligibility [6]. A similar approach to speech decomposition
is adopted by the Harmonic Plus Noise Model [7]. Here
the speech is represented in the time-domain as the sum
of harmonically linked sinusoids (similar to the Sinusoidal
Speech Model [8]) and a noise signal. The method has been
applied in speech enhancement and modi�cation scenarios.
By associating harmonics with distinct speakers, sinusoidal
modeling has also shown some e�ectiveness for co-channel
separation [9].

Microphone arrays have seen increasing application for
speech enhancement in challenging acquisition environ-

ments, particularly in those situations where the talker is
physically separated from the input device. By employing
spatial �ltering in addition to temporal processing, multi-
channel algorithms o�er a distinct performance advantage
over single-channel techniques in the presence of additive
noise, interfering sources, and distortions due to multipath
channel e�ects. The simplest microphone array method
is the Delay and Sum (DS) Beamformer which derives its
output via averaging of the time-synchronized microphone
data. A variety of more sophisticated algorithms exist for
adaptively `steering' the array in the direction of the de-
sired source and simultaneously adjusting the microphone
`weightings' to minimize the contributions of noise sources
[10]. These techniques usually assume the desired source
is stationary and at a known location. While dynamic lo-
calization schemes [11] and weighting constraints may be
incorporated into the adaptation procedure, these methods
are very sensitive to steering errors which limit their noise
source attenuation performance and frequently distort or
cancel the desired signal. Furthermore, these algorithms
are oriented solely toward noise reduction and have limited
e�ectiveness at enhancing a desired signal corrupted by re-
verberations. A variant approach is based upon attempting
to undo the e�ects of multipath propagation. By multiple
beamforming on the direct path and the major images it is
possible to use the multipath reections constructively to
increase signal to noise ratios well beyond those achieved
with a single beamformer. The result is a matched �ltering
process [12] which is e�ective at enhancing the quality of
reverberated speech as well as attenuating noise sources.
Unfortunately, this technique has a number of practical
shortcomings. The matched �lter is derived from the source
location-dependent room response and as such is di�cult to
estimate dynamically. In [12] the room responses are calcu-
lated from a model of the enclosure geometry or measured
a priori in actual rooms. The channel responses obtained
in this manner do not address the issue of non-stationary
(or unknown) source locations or changing acoustic environ-
ments. These problems are addressed in [13] by attempting
to adaptively estimate the channel responses and incorpo-
rate the results into an adaptive beamforming process.

2. LIMITATIONS OF THE CURRENT FIELD

Single channel enhancement schemes have achieved only
moderate success. While capable of improving perceived
quality in restrictive environments (additive noise, no mul-



tipath, high to moderate SNR, single source), non-model
based approaches (Spectral Modi�cation, Wiener Filtering,
Adaptive Noise Cancellation) provide no mechanism for ad-
dressing reverberant distortions, competing sources, and se-
vere noise conditions. The model-based techniques achieve
a performance improvement over their earlier single chan-
nel counterparts, both in speech quality and intelligibility.
Additionally, these methods, by virtue of their speci�c pa-
rameterization of the speech signal, o�er some applicability
to the more general acquisition problem. Currently, how-
ever, these model-based estimation schemes are limited by
their single channel application.

While single-channel techniques exploit various features
of the speech signal itself, multi-channel methods have fo-
cused primarily on improving the quality of the spatial �l-
tering process. Beamforming research has dealt with al-
gorithms to attenuate undesired sources and noise, track
moving sources, and deconvolve channel e�ects. These ap-
proaches, while e�ective to some degree, are fundamentally
limited by the nature of the distant talker environment.
Array design methods are overly sensitive to variations in
their assumptions regarding source locations and radiation
patterns and inexible to the complex and time-varying na-
ture of the enclosure's acoustic �eld. A talker turning his
head or motion as little as a few centimeters is frequently
su�cient to compromise the optimality of these schemes in
practical scenarios. Similarly, matched �ltering processing,
while shown to be capable of tracking source motion to a
limited degree, is not adaptable at rates su�cient to capture
e�ectively the motions of a realistic talker. This point is il-
lustrated in plots A) and B) of Figure 1 where the spectra of
a voiced speech segment are plotted for two closely-spaced
(10cm separation) source locations in the center of a simu-
lated noiseless 4mx4mx3m rectangular room with plane re-
ective surfaces and uniform, frequency-independent reec-
tion coe�cients equivalent to a 400ms reverberation time.
Room impulse responses were generated for 8 microphones
with 25cm spacing positioned along one wall of the enclo-
sure using the image model technique [14] with intra-sample
interpolation and up to sixth order reections. Both the mi-
crophones and sources were assumed to have cardioid pat-
terns and the sources were oriented toward the center of
the array. The bold lines correspond to the spectrum of
the original speech while the dotted lines plot the spectra
of the data received at each of 8 microphones placed on one
wall of the enclosure. The reverberation e�ects are mul-
tiplicative in the frequency domain and vary considerably
from channel to channel. Note that even for this very sim-
ple simulation there are signi�cant variations in the channel
responses when the source is moved just a few inches. The
implication is that any system which attempts to estimate
the reverberation e�ects and apply some means of inverse
�ltering would have to be adaptable on almost a frame-by-
frame basis to be e�ective.

The current approach in microphone array research, to
identify and compensate for environmental enclosure ef-
fects, is an extremely di�cult (if indeed solvable) problem.
While avenues are and will continue to be made, it does
not seem likely that such schemes alone will achieve the
stated goal of this research, namely to acquire a high-quality

speech signal from an unconstrained talker in a hands-free
environment surrounded by interfering sources (the \cock-
tail party" problem). Any e�ective solution will require
some application of knowledge regarding the desired signal
content. For single channel enhancement methods this has
proven, out of necessity perhaps, to be a path to higher per-
formance. These observations suggest that the incorpora-
tion of speech modeling with the bene�ts of spatial �ltering
o�ered through array technology is a logical step towards
advancing the �eld of distant-talker speech acquisition.

3. A MULTI-CHANNEL SPEECH MODEL

As a speci�c example of this proposed speech model-
ing/spatial �ltering fusion, consider a potential application
of the Dual Excitation Speech Model [3]. In the single-
channel DE model a windowed segment of speech, s[n], is
represented as the sum of two components: a voiced signal,
v[n], and an unvoiced signal, u[n]. In the frequency-domain,
the relationship may be expressed as:

S(!) = V (!) + U(!) (1)

where S(!), V (!), and U(!) correspond to the Fourier
Transforms of s[n], v[n], and u[n], respectively. The voiced
portion is assumed to be periodic over the time window
and may be represented as the sum of the harmonics of a
fundamental frequency, !0:

V (!) =

MX
m=�M

AmW (! �m!0) (2)

where W (!) is the Fourier Transform of the window, Am is
the complex spectral amplitude of the mth harmonic, and
M is the total number of harmonics (M = b�=!0c). Fol-
lowing [4], the fundamental frequency and harmonic am-
plitudes are estimated through minimization of the mean-
squared error criterion:

E =
1

2�

Z �

��

jS(!)�

MX
m=�M

AmW (! �m!0)j
2d! (3)

This non-linear optimization problem may be decoupled
e�ciently by noting that for a given fundamental frequency,
the harmonic amplitudes which minimize the error are
found through the solution of a set of uncoupled linear equa-
tions. The optimal parameter set may then be calculated
through global minimization of the error function in (3)
versus all fundamental frequencies of interest.
The estimated unvoiced signal plus noise spectrum, Û(!),

is then found from the di�erence spectrum:

Û (!) = S(!)� V̂ (!) (4)

where V̂ (!) is the estimated voiced spectrum derived from
(2) using the estimated values of !0 and Am.
The utility of the DE model for improving speech de-

graded by background noise lies in its independent en-
hancement of the voiced and unvoiced components of the
speech. Assuming that the degrading noise is indepen-
dent of the harmonic structure, the voiced spectrum is sub-
jected to only a minor thresholding operation relative to



the background noise power. The bulk of the enhancement
is achieved by nulling out the unvoiced portions of strongly
voiced harmonics and applying modi�ed Wiener �lter to the
remaining unvoiced spectral regions.
A number of methods are available for extending the DE

model within a multi-channel context to improve its e�ec-
tiveness for the additive noise case and to address the more
general distant-talker scenario involving multipath channels
and multiple sources. Consider �rst the extension of the DE
error criterion in (3) to include data from N channels:

EN =
1
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2

d! (5)

where Gi(!) is a �lter associated with the ith channel and
Si(!) is the short-term spectrum of the data received at
the ith microphone. Alternatively, for environments where
the dominant degradation e�ect is reverberant, it may be
advantageous to recast the above error criterion as the L2
norm in the log spectrum domain.
The voiced signal estimate, V̂N (!), derived from the pa-

rameters minimizing (5) would then be used to produce the
unvoiced signal plus noise spectrum from:

ÛN (!) =
1

N

NX
i=1

Hi(!)(Gi(!)Si(!)� V̂N (!)) (6)

The channel �lters, Gi(!), in a fashion similar to multi-
channel approaches summarized earlier, could be designed
to provide appropriate spatial �ltering, addressing is-
sues of noise-reduction, attenuation of interfering sources,
and dereverberation. Additionally, the channel-dependent
weighting �lters, Hi(!), could be incorporated as a multi-
channel post-processor to exploit known signal characteris-
tics.
In the simplest case of an additive noise condition, the ex-

tension of the Dual Excitation model to a plurality of chan-
nels would stand to improve its enhancement performance
by virtue of the data averaging alone. With the inclusion
of the spatial �ltering a�orded through Equations (5) - (6)
it is possible to give the DE model a robustness to chan-
nel e�ects and interfering sources. With regard to multiple
sources, the error criterion in (5) could be extended explic-
itly to include L sources and N channels by:

ELN =
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where Gij(!) is the spatial �lter associated with the ith

channel and jth signal source, !0j is the fundamental fre-
quency of the jth source, and Amj is the amplitude of the
mth harmonic associated with the jth source. Using this

approach it would be possible to track individual sources
through a combination of location and pitch data. Such
a multi-channel DE model would have the ability to iso-
late and enhance a desired source signal by employing both
spatial and signal-content information.

4. SIMULATION

To illustrate the e�ectiveness of such an approach, again
consider the example of the voiced speech segment in Fig-
ure 1. Plots C) and D) show the relationship between the
Delay and Sum Beamformer and the voiced signal estimate,
V̂N (!), derived from the proposed multichannel scheme for
the two closely spaced source positions. Each set of results
was generated using delays appropriate for the source 1 lo-
cation. This would correspond to a 10cm mis-aim in the
source 2 case. As the plots suggest, by exploiting the pe-
riodic nature of the desired signal, the proposed scheme
achieves a better �t to the original signal spectrum. Unlike
the Delay and Sum method, the approach is relatively in-
sensitive to imperfect knowledge of the source location sug-
gesting a robustness to the small, but nominal, variations
encountered in a practical operating environment. This re-
sult is con�rmed by more quantitative methods, such as
SNR and log spectral distortion scores.

5. DISCUSSION

The multi-channel speech enhancement problem has the
potential to bene�t by being cast as a multi-dimensional
estimation scheme based upon a speci�c parameterization
model, rather than purely in a spatial �ltering context as
it is today. The Dual Excitation Model is just one example
of the application of a sophisticated speech model to the
problem. Similarly, the multi-channel method presented
represents only one of many possible enhancement schemes.
Future work along these lines will investigate strategies to
fuse proven methods in the single and multiple channel en-
hancement �elds as well as seek to develop novel and e�ec-
tive algorithms.
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Figure 1. Simulation Results: Spectra of a a voiced speech segment simulated at two closely-spaced source
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