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ABSTRACT

In this paper, we have developed a new general distance
measure that not only can be used in a vector quanti-
zation (VQ) of the line spectrum frequency (LSF) pa-
rameters but performes well in the LSF transformed
domain. The new distance is based on the spectral
sensitivity of LSF and their transformed coe�cients.
In addition, the �x scaling factor is used to decrease
the sensitivity of spectral error at higher frequencies.

Experimental results have shown that the proposed
distance measure leads to as good as or better perfo-
mance of VQ compared to other methods in the �eld of
LSF coding. The use of this distance as the weighting
function of the LSFs' transformed parameters is also
suggested.

1. INTRODUCTION

Vector quantization of the LSF parameters is an e�-
cient method for minimizing the number of bits needed
to represent the speech spectrum in low-rate speech
coding system. The aim of speech coding is to obtain
a synthetized speech signal perceptually as closed as
possible to the original signal. As the human ear is
very sensitive to distortions of the spectrum, spectral
distortion has been found to allow the best subjective
evaluation of LSF encoding quality.

During the designing of a vector quantizer, one needs
to �nd the codeword that minimizes spectral distortion
in its region. Because of its high computational com-
plexity, a weighted Euclidean distance is used in most
recent research for VQ in a real-time speech coder [1].
However, for small distances Gardner shown that the
spectral quantization distortion approaches a simple
quadratically weighted Euclidean error, where the
weighting matrix is a sensitivity matrix that is an ex-
tension of the concept of the scalar sensitivity [2].

In this paper, based on the Gardner form we de-
�ne the spectral sensitivity with respect to LSF and to

their transformed coe�cients. We then introduce the
new general squared weighting function by modify the
sensitivity matrix in order to make use of a property of
human ear. The aim of this paper is to study di�erent
distance measures and develop the new one that can
be used in the LSF and their transformed domain as
well.

2. WEIGHTED LSF DISTANCE

MEASURES

Selection of a proper distortion measure is the most im-
portant issue in the design and operation of a VQ. This
measure should combine two features: it must be able
to predict subjective tests accurately and, secondly, it
should be computationally e�cient. One of the best
available suggestions for a measure of spectral distor-
tion is the log spectral distortion (LSD) in dB, de�ned
by
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where ! is the radian frequency, and P (!) and bP (!)
are the original power spectra of the nth speech frame
and its quantized version. Experimental results from
several studies indicate that whenever the LSD value
drops below 1 dB, the quantizer has introduced distor-
tion that is close to negligible. As of now, in practice,
the spectral distortion is often replaced by a weighted
squared Euclidean distance (WED) both in the design-
ing and coding phases of VQ. A WED, d, has the form
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where f and f̂ are column vectors of the original and
quantized LSF vectors, and W is a diagonal weighting
matrix which may depend on f . The task to design the
code-books and the quantizer algorithm of VQ, is to



�nd a weighting function that gives the best approxi-
mation of the spectral distortion. In relevant research,
we found many suggestions for the weights, all deter-
mined in an empirical way. Here follow we give some
examples of these weights for comparisons purposes

� The LPC spectral Weights (LPCW) [1]

wi =
n
ci [P (fi)]
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where P (fi) is the unquantized linear prediction
power spectrum at the frequency of the i th LSF
component. The ci gives more weight to the lower
LSFs than to the higher LSFs and are �xed
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� The Invers Harmonic Mean Weights (IHMW) [3]
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where !i is the i th LSF parameter (in radian),
and !0 = 0, !11 = �.

� The Local Spectral Approximation Weights
(LSAW) [4]
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where fi is the i th LSF parameter (in Hz), and
f0 = 0, f11 = Fs=2. Fs is the sampling frequency
in Hz. The value of ci's are the same as those
used in the LPCW weights.

3. SPECTRAL SENSITIVITY OF LSFS AND

THEIR TRANSFORMED PARAMETERS

While use of a WED (rather than spectral distortion)
for VQ design and coding, the spectral distortion is
not minimized in general. However, Gardner has found
that the spectral distortion, LSD, given by Equ. 1, is
equal to the WED (Equ. 2) for small distances, i.e.
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when the cubic and higher terms in a Taylor series ex-
pansion can be neglected [2]. The diagonal weighting
matrix D in Equ. 7 is called sensitivity matrix that de-
pend on LSF parameters, but their calculation is simple
enough for real-time coder.

3.1. Spectral sensitivity of LSF parameters

Let S denote the log power spectrum of a given LPC
�lter, then the spectral sensitivity with respect to an
LSF frequency, !i, is de�ned as [5]
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To evaluate the spectral sensitivity, we modify only one
of ten components of the vector LSF in order to get the
distorted vector while the other nine parameters of the
two vectors were unchanged. Using the expression in
Equ. 7, the LSF spectral sensitivity in Equ. 8 can be
computed in a closed-form as follow
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where Di is i th element of the diagonal sensitivity ma-
trix, D, in Equ. 7.

3.2. Spectral sensitivity of LSFs' transformed

coe�cients

There are several one-to-one vector functions that trans-
form the vector of LSF into another vector, e.g.,
di�erence LSF frequencies [5], Karhunen-Loeve (KL)
coe�cients [6], etc. It can be shown that the spectral
distortion with respect to the transformed coe�cients
is given by

LSD2 = (u� û)T T�1D
�
T�1

�T
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where T is the linear transform matrix, u is the trans-
formed vector of LSF frequencies. In the above expres-

sion the weighting matrix is T�1D
�
T�1

�T
and gen-

erally is not diagonal. In this paper we only consider
the KL transformed coe�cients that was proposed in
our previous study of optimal transformation of LSF
parameters. In such a case the KL transform matrix is
de�ned as T = [b1b2 : : :b10]

T , where bi is the eigen-
vector of the autocorrelation matrix of the LSF pa-
rameters. Similar to LSF parameter, we can get the
spectral sensitivity of KL coe�cients as follow [7]
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where Dj is the spectral sensitivity of the j th LSF fre-
quency and bi(j) is the j

th component of vector bi. So



far, we have derived in closed-form the spectral sensi-
tivity of LSF and their KL transformed coe�cients as
the function of element of the LSF diagonal sensitivity
matrix (D). The proposed parameter spectral sensitiv-
ity can be e�ciently used as a weighting function in the
VQ distance measure, thought this formulation is only
valid when the quantizer's average distortion is su�-
ciently small. However, quantizers for speech coders
usually meet this requirement.

4. GENERAL SQUARED WEIGHTING

FUNCTION

In what follows, we introduce the new general weight-
ing function (based on the above derived parameter
spectral sensitivity in Section 3). This weighting can
be used both in coding the LSF frequencies and their
transformed parameters as well. Since the human ear
can not resolve di�erences at high frequencies as ac-
curately as at low frequencies, we also use the scaling
factor ci de�ned by Paliwal (Equ. 4) to make use of
this property of human ear. For LSF vector we de�ne
the general weighting (GW) function as

wi = ci � SENi(LSF ) (12)

and for KL transformed coe�cients the GW function
is de�ned as (from Equ. 11)

wi =
10X
j=1

cj � SENj (LSF ) � (bi(j))
2 (13)

where SENi is the spectral sensitivity of LSF parame-
ters given in Equ. 9.

We show here in Fig. 1 the normalized value of dif-
ferent weighting functions which are mentioned in Sec-
tion 2 and the new general weights proposed in this
section for a typical speech vowel. It can be seen here
that the new distance measure (GW) allows for quanti-
zation of LSFs in the formant regions better than those
in the non-formant regions. Also, the distance measure
gives more weight to the formant associated with the
more closed LSF pair than to those associated with the
less closed LSFs; the LSFs corresponding to the valleyes
in the LPC power spectrum get the least weight.

5. EXPERIMENTS AND RESULTS

In this section, the LSF quantization performance of
the Multi Stage VQ (MSVQ) and Split VQ (SVQ) (in
terms of average spectral distortion and number of out-
liers) is studied and results are reported at using dif-
ferrent weighting function.
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Figure 1:
(a) LPC power spectral and associated LSFs for a typ-
ical speech vowel
(b) LPCW, IHMW, LSAW and the new General
Weights (GW) for LSF parameters

The speech data base was used in this study consist
of 24.000 frames of male and female speech data taken
from 18 speakers (11 male and 7 female). Six short
sentences were recorded for each speaker. The sampling
rate was 8 kHz, each frame was 20 ms long and 10 order
LPC analysis was employed. About 21.000 frames of
speech is used for training, and the last 3.000 frames of
speech (di�erent from those used for traning) is used
for testing.

In order to see the e�ect of weighting, we study
the performance of the MSVQ and SVQ using the un-
weighted Euclidean distance measure (UNW) and the
WED with di�erent weighting functions as follows:
LPCW (Equ. 3); IHMW (Equ. 5); LSAW (Equ. 6);
GW for LSFs (Equ. 12); GW for KLs (Equ. 13).

The VQ is designed by using LBG algorithm on the
training data, and its performance is evaluated both
from the training and the test data.

In the case of MSVQ, the codewords of the second
and further stages represent the quantization error of
the previous stages that do not have individual weights.
Therefore the e�ect of di�erent distance measures can
be investigated on the �rst stage only. The average
spectral distortions (SD) of the �rst stage MSVQ us-
ing the codebook of 1024 codewords as a function of
di�erent distance measure are shown in Table 1. It
can be seen from these results that the new weighting
function improves the VQ performance for both LSF
parameters and their KL transformed coe�cients.

In the case of SVQ, we study the performance of
the 22 bits/frame split VQ using the above described



distance measures. The LSF vector is splited here into
three parts: the �rst part has the �rst four LSFs, the
second part has the next three LSFs and the last part
has the remaining LSFs. The bitallocation vector is
[8,7,7] for the LSF vectors and [12,6,4] for KL coe�-
cients.

Tables 2 shows the average and outlier spectral dis-
tortion performance of the SVQ quantizers using dif-
ferent weighting function. It can be seen that the new
weighting function introduced better performance than
the other distance measures with all the respect to
AVSD and the percentages of outliers. Exceptionally
in the case of test data, we can �nd that SVQ for KL
using the proposed GW has the same average distor-
tion as the unweighted SVQ, whereas the percentage of
outlier of above 4 dB is signi�cantly reduced.

6. CONCLUSIONS

In this paper, we have derived in closed-form the spec-
tral sensitivity with respect to LSF frequencies and to
their linear transformed coe�cients. Using this spec-
tral sensitivity, we have proposed the new general
weighting function for LSF parameters and their KL
transformed coe�cients.

The performance of the �srt stage MSVQ using
1024 vectors codebook and the 22 bits/frame SVQ us-
ing the unweighted- and weighted Euclidean distance
measure with di�erent weighting functions are studied.

Our experimental results have shown that with re-
spect to other conventional weights, this distance mea-
sure introduce better perfomance for both MSVQ and
SVQ scheme.
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Weights Average SD (dB)
Train Test

UNW 2.22 2.55
LSF LPCW 2.19 2.51

IHMW 2.13 2.46
LSAW 2.18 2.51
GW 2.11 2.46

KL UNW 2.19 2.53
GW 2.11 2.46

Table 1: Spectral distortion of the �srt stage MSVQ
(10 bits/frame) for di�erent weighting functions

LSF Parameters
Train Test

Weights SD Outliers (%) SD Outliers (%)
(dB) 2-4dB > 4dB (dB) 2-4dB > 4dB

UNW 1.46 12.91 0.03 1.51 14.66 0.11
LPCW 1.41 10.19 0.02 1.48 13.51 0.11
IHMW 1.36 7.14 0.00 1.42 9.55 0.08
LSAW 1.39 9.11 0.02 1.45 11.91 0.05
GW 1.34 6.00 0.00 1.40 8.39 0.02

KL Parameters
Train Test

Weights SD Outliers (%) SD Outliers (%)
(dB) 2-4dB > 4dB (dB) 2-4dB > 4dB

UNW 1.36 8.81 0.00 1.50 17.35 0.10
GW 1.35 8.67 0.00 1.50 17.47 0.06

Table 2: Performance of 22 bits/frame SVQ of LSF and
KL parameters for di�erent weighting functions


