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ABSTRACT

This paper presents a theoretical analysis of the structure of wide
angle, ultra-wideband SAR images formed by a constant integra-
tion angle backprojection image former. It is shown that the effects
of the image former can be modeled as a filtering operation on the
original data. Furthermore, SAR images for different squint angles
can be obtained from the original images by directional filtering.
As a result, it will be shown that perfect reconstructing directional
filterbanks can be used as a unitary transform between SAR im-
ages and a 3-D representation containing additional aspect-angle
information. It will be demonstrated, how this new representation
can be used to enhance targets.

1. INTRODUCTION

Low-frequency, wide angle, ultra-wideband (UWB) SARs provide
high downrange and crossrange resolution and can penetrate fo-
liage and soil to detect obscured targets. Recent research [3, 7] has
focused on extracting additional target information to improve the
discrimination of natural and man-made targets. A commonly ex-
ploited difference between man-made and natural targets is the as-
pect angle dependence of their respective responses. Extended flat
objects, which can roughly be approximated by a dihedral, exhibit
a very pronounced sideflash, i.e. a large response over a very small
range of aspect angles and a small response for all other aspect
angles. On the other hand, cylindrical objects such as tree trunks
have responses with very little aspect angle dependence. This basic
difference cannot be exploited by traditional SARs, which image
targets only over a few degrees aspect angle. Wide angle SARs,
on the other hand, can span aspect angle ranges of90� and more.
Up to now the processing needed to extract angle information was
mostly done before the image formation. Since several SAR im-
ages often have to be computed, this approach is computationally
very expensive.

We will demonstrate here that the same information can be ob-
tained from SAR images by an adequately designed post-processing
step. Furthermore, we will show that directional filterbanks can be
used to generate an alternative 3-D representation of SAR images,
which simplifies extracting aspect angle properties of targets.
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Figure 1: Data collection geometry for strip map SAR.

The paper is structured as follows. First we outline briefly the
strip map SAR geometry. In section 3 we define and analyze a
four parameter reflectivity model and derive the Fourier transform
of the raw data received by the radar. Section 4 provides a closed
form expression for the Fourier transform of SAR images gener-
ated with a constant integration angle image former. It will be
shown in section 5 that images formed from subapertures can be
obtained by directionally filtering the SAR images. A very brief
introduction to directional filterbanks follows and it will be shown
that the subbands of a directional filterbank are equivalent to SAR
images formed from subapertures. An example of the new 3-D
data representation is given in section 6. Finally, in section 7, we
demonstrate how a directional filterbank can be used to enhance
man-made targets.

2. STRIP MAP SAR

Figure 1 shows the data collection geometry of a strip map SAR.
We consider here only the 2-D case with the radar and the illumi-
nated area in one plane. The radar is moved along thex-axis. At
regular intervals the antenna emits a pulse and records all returns
reflected by the targets within the radar beam as a one-dimensional
time signald(xr; t), wherexr is the radar location. Small dis-
placements of the radar between transmitting and receiving due to
the continuous motion of the radar platform are normally negligi-
ble and will be omitted here. The radar beam is shown in gray. Its
width and squint can be specified by the two angles�1 and�2 or



alternatively by a windowb(xr�x
r

). Characterizing the beam by
b(�) has the advantage that intensity profile information about the
beam can be incorporated into the shape ofb(�). Point A in Fig. 1
denotes an arbitrary reflector. The transmitted wave reaches point
A under the aspect angle�. It can easily be seen that� varies over
the interval[�1; �2] while the radar passes point A. The set of all
radar locations when receiving data is the radar aperture. Although
the aperture is inherently discrete, we use a continuous aperture
for our derivations and consider quantization of the derived results
later.

3. RAW DATA MODEL

Frequently the illuminated area in SAR imaging is modeled as
a two-dimensional reflectivity profileg(x; r), which depends on
crossrange(x) and down-range(r)position. This simple model
is, however, not appropriate for wide angle, ultra-wideband SARs.
The high bandwidth of the transmitted pulses requires taking into
account the frequency dependence of the target reflectivity. The
large beamwidth[�2; �1] leads to target illumination over a large
range of aspect angles�. However, the reflectivity profile will
change with the aspect angle due to occlusions and angular varia-
tions of target reflectivities. Thus, a more elaborate signal model
is necessary.

We incorporate both frequency and aspect angle dependence
of targets intog(x; r) by adding two additional degrees of free-
dom:
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If the radar is at locationxr, thentan � with respect toxr and a
point (x; r) is given as:
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r
(2)

The same reflectivity model extensions were proposed in [1]. Let
p(t) be the transmitted waveform of the radar. Then the received
signald(x; t) has the following form:
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where�t denotes convolution with respect to time and�(t) a Dirac
impulse. The term 1p

r
normalizes the energy of the windowb(�)

to ar independent constant. The Fourier transform of (3) reveals
more details about the structure of the data. While it is straightfor-
ward to compute the Fourier transform of (3) with respect tot, it
is quite involved to compute the Fourier transform with respect to
x. We have to solve an integral of the general form:Z
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This integral cannot be written in closed form. However, the prin-
ciple of stationary phase [2, 10] can be applied, which establishes
the following approximation for a class of integrals [10]:

Z
f(t)e�jxp(t)

dt � f(�)

r
2�

jxp00(�)
e
�jxp(�) for x!1

(5)

The instant� is given as the root of the first derivative ofp(t).
If we apply (5) to our problem, we can solve not only the

Fourier integral but also the two integrals with respect tox̂ and
r̂. We obtain the following approximation:
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The functiongx;r;t(�; �; �; �) is the 3-D Fourier transform of (1) with
respect to its first three parameters.A is used here and in the fol-
lowing derivations as a context dependent constant.

4. ANALYSIS OF SAR IMAGES

Several algorithms exist to form focused SAR imagess(x; r) from
d(x; t). We investigate here the constant integration angle back-
projector, which is often used in UWB wide angle SAR, because
motion compensation for the radar can easily be integrated into the
algorithm [9].
The constant integration angle backprojector correlatesd(x; t)with
hyperbolas over a finite aperture:

s(x; r) = u(r)v(x)
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The aperture is completely specified in the length and shape by its
weighting functionw(�). The two rectangular window functions
u(r) andv(x) determine the location and size of the image patch.

Using the principle of stationary phase, Parseval’s theorem and
(6), the Fourier transform ofs(x; r) can be given in closed form

S(kx; kr) = AU(kr)V (kx)�kr�kx (G(kx; kr)R(kx; kr)I(kx; kr))
(9)

whereG(kx; kr) is a Fourier transform derived from the reflectiv-
ity profile
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R(kx; kr) contains all the radar specific terms
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andI(kx; kr) includes all contributions due to the geometry of the
problem and the particular image former

I(kx; kr) = jkrj�1:75
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Equation (9) is remarkable in two respects: First, the backpro-
jected image is the result of a 2-D convolution of the (mapped) re-
flectivity profileG(kx; kr) and the point-spread functionR(kx; kr)�



I(kx; kr). It provides insight into the contribution of each param-
eter in the radar/imaging chain to the final SAR image and allows
us to remove image distortions due to the image former. Second
the aspect angle and frequency dependence of the groundtruth in
(1) is mapped into the image plane in the same way as the trans-
mitted waveformp(t) and the windowsw(�) andb(�). Hence, an-
gular and frequency properties of targets ing(�; �; �; �) cause im-
age features similar to the ones introduced byp(t), b(�) andw(�).
Consequently, many image “artifacts” contain valuable target in-
formation, which can be retrieved with properly designed post-
processing algorithms.

5. SUBAPERTURE IMAGES AND DIRECTIONAL
FILTERBANKS

A recent approach [3] to exploiting aspect angle target information
is based on decomposing the full imaging aperture into a set of sub-
apertures and forming a SAR image for each subaperture. Each of
these images shows the imaged area for a different range of aspect
angles. It has been stated [3] that this aspect angle target informa-
tion can be extracted only from the raw datad(x; t) and not from
s(x; r), because the image former integrates out all aspect angle
information. However, equation (9) shows that if the support of
b(�) is completely contained in the support ofw(�), no informa-
tion contained in the raw data is lost during imaging. Furthermore,
equation (12) implies that two SAR images computed for different
subapertures differ only inw(�). Hence, if a windowŵ(�) exists
such thatw2(�) = ŵ(�)w1(�), then the SAR image associated with
w2(�) can be computed from a SAR image formed with a subaper-
ture specified byw1(�) by filtering it with H(kx; kr) = ŵ( kx

kr
),

which has a wedge-shaped support in the frequency domain. In
particular, ifw1(�) corresponds to the full aperture, all subaperture
images can be obtained from a full aperture image by a simple
shift-invariant filtering operation.

In the rest of this paper, we considers(nx; nr), a sampled
form ofs(x; r)with equal sampling rates in cross-range and down-
range. Images formed from subapertures have poorer cross-range
resolution than the full aperture image. They can, therefore, be
further decimated in cross-range by an appropriate factor with-
out loss of information. Thus, it should be possible to decom-
poses(nx; nr) into a set of subaperture imagess�(nx; nr) with
non-overlapping subapertures without having to increase the over-
all amount of data.

Such a decomposition can be achieved with a perfect recon-
structing, maximally decimated directional filterbank [4]. Figure
2a shows the geometry of the subbands. The2� � 2� frequency
cell is divided into a vertical and a horizontal hourglass shaped
area. Each of these two areas can be further decomposed into
an arbitrary number of wedge shaped directional subbands. The
frequency support ofs(nx; nr) is given as the intersection of the
mapped pulsep(�) in (11) (the area between the two dotted circles
in Fig. 2a), and the mapped windowb(�) in (11) (the wedge shaped
area between the two dotted straight lines in Fig. 2a).

We consider here only directional filterbanks with a power of
2 directional subbands in each hourglass shaped area. They can
be realized either as a binary tree of two channel filterbanks [4] or
in a parallel form [5]. The computation of an arbitrary subband
in the parallel form is shown in 2b). The 2-D directional filters
H�(kx; kr) have to be designed such that the overall structure is
invertible [4].

Using [4], theH�(kx; kr) can be designed such that the de-
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Figure 2: a) Directional subbands and frequency support of SAR
data. b) One channel of directional filterbank in parallel form.

composition of the SAR image into the directional subbands is a
linear, unitary transformation. Thus, the original SAR image and
the collection of all subbands are two equivalent data representa-
tions. Since each directional subband corresponds to a subaperture
SAR image for a different range of aspect angles, the directional
subbands can be stacked to form a 3-D SAR data representation of
cross-range versus downrange versus aspect angle.

6. EXAMPLE

In the following example, we use data collected with the ARL
BoomSAR [9], which works in the frequency range 20-1100 MHz.
The full aperture SAR images were formed with a mosaic backpro-
jector and an integration angle of90� � 4:5�. Thus, the formed
images nearly satisfy the assumptions made in our derivations. In
Fig. 3a a small SAR image chip is shown. It contains a vehicle in
the lower right part which is barely visible against the surrounding
clutter. A directional filterbank was implemented as a binary tree.
Since the applied integration angle is90� no image information
is contained in the horizontal hourglass shaped area. The verti-
cal hourglass shaped area is decomposed into 8 directional sub-
bands. The filters were realized in polyphase form, for which the
necessary nonseparable filters become separable [4]. The actual
one-dimensional filters are the QMF filters 32D and 48E from the
appendix of [6]. The outputs of the 8 vertical subbands are shown
in Fig. 3b. The aspect angle interval above each plot is given with
respect to� in Fig. 2a. The vehicle is visible in the first three sub-
bands as a directional ridge of energy with its center at coordinates
(20,50).

7. APPLICATION OF DIRECTIONAL DATA
DECOMPOSITION

The 3-D SAR data representation can be used to design new post-
processing algorithms for SAR images. We have implemented and



tested wavelet denoising [8] as a SAR postprocessing algorithm to
cancel clutter and enhance target resolution. The idea of wavelet
denoising is that, if a noisy signal is expanded by a unitary trans-
formtion into a representation in which the signal is concentrated
in a few coefficients, the white noise can effectively be reduced
by thresholding the expansion coefficients and then applying the
inverse transform. Since the features of interest in our setting are
concentrated in a small number of directional subbands whereas
the clutter is spread over all subbands, the same form of threshold-
ing can be applied to the directional subbands to reduce clutter.

Our algorithm contains two steps: First we remove the point-
spread functionR(kx; kr)I(kx; kr) from the data by inverse fil-
tering. Then the soft-threshold mapping [8]

x̂ =

�
sgn(x)(jxj � t) if jxj � t
0 if jxj < t

(13)

is applied to each directional subband. The threshold parameter
t was determined experimentally. Figure 3c shows the resynthe-
sized, post-processed SAR image chip of Fig. 3a. The clutter has
been effectively removed. Furthermore, the vehicle exhibits now a
delicate continuous structure which was not visible in the original
data.
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Figure 3: a) SAR image of vehicle b) vertical directional subbands
of vehicle c) postprocessed SAR image chip.


