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ABSTRACT

A two stage hybrid embedded speech/audio coding structure
is proposed. The structure uses a speech coder as a core to pro-
vide the minimal bitrate and an acceptable performance on speech
inputs. The second stage is transform coder using a MDCT and
perceptual coding principles. This stage is itself embedded both
in complexity and bitrate, and provides various levels of enhance-
ment of the core output, particularly for general audio signals like
music. Informal A-B comparison tests show that the performance
of the structure at 16 kb/s is between that of the GSM Enhanced
Full Rate coder at 12.2 kb/s, and the G.728 LD-CELP coder at 16
kb/s.

1. INTRODUCTION
Traditionally speech and audio coders have been designed with
a single application in mind. For example, low bitrate speech
coders provide high compression ratios and low algorithmic delays
needed in applications such as wireless communications. These
coders tend not to work well on background noise and general au-
dio signals such as music. Audio coders operate at higher bitrates
and delays, and can be rather complex. They are suitable for stor-
age and broadcast applications, or for communication on networks
where bandwidth and processing power are not as restrictive.

Advances in the integration of many networks, wireless, data,
voice, and others, and the mobility of users, has expanded the
range that speech/audio coders will operate. It is now possible
for a call to originate from one network, say a wireless network in
a car, and terminate on a completely different network like an IP
network in an office.

The implication is that future coders should have the ability to
adapt and operate simultaneously under multiple constraints of bi-
trate, complexity, delay, and robustness to input signal. In addition,
many communication systems have already adopted and deployed
more traditional coding standards. How to enhance these existing
standards to provide added levels of performance and flexibility
without modifying the deployed algorithm is a challenge.

This paper addressesboth of these concerns. Proposed is a two
stage coding structure with a speech coder at the core. The core
by itself has the lowest bitrate, delay, and complexity, providing a
minimum performance useful for interactive speech communica-
tion. Two coders, G.723.1 and G.729, are used in this paper for
the core [1] [2]. The second stage is a transform coder which is
linked to the first stage only through the output of the first stage
(core) decoder. This second stage is itself embedded, and its bi-
trate and complexity can be pruned both during and after encoding
to provide various levels of performance.

The paper is outlined as follows. Section 2 describes the two
stage structure, pointing out various advantages and disadvantages

of the architecture. Section 3 provides the motivation for using a
hybrid structure, and Section 4 discusses the transform used. Sec-
tion 5 gives a brief overview of the algorithm and bitstream, and
Section 6 gives results of informal A-B comparison tests. Finally,
Section 7 provides some closing remarks.

2. THE TWO STAGE STRUCTURE

The general two stage structure is shown in Figure 1.

Speech/Audio
Input

Core 
Decoder

Core 
Encoder

Enhancement 
Encoder

Core 
Decoder

Enhancement 
Decoder

TRANSMITTER RECEIVERTRANSMISSION 
CHANNELS

rc

re

Local core
decoder out

sc

sc

se

Core
Decoder out

Enhancement
Decoder out

x

rc

sc

E
N

H
A

N
C

E
M

E
N

T
C

O
R

E

Figure 1: Two Stage Embedded Structure.
The enhancement stage dependsminimallyon the core stages

only through the core decoder output. This is an important differ-
ence when compared to other embedded structures [3] [4] [5] [6],
having both advantages and disadvantages. The first advantage is
that the second stage can be linked to different core stages with lit-
tle or no modification to either the core or enhancement systems.
In addition, the second stage can use an entirely different coding
paradigm than the core stage, as is the case in this paper. The
disadvantage is that the second stage can not access individual pa-
rameters specified by the bitstreamrc or used in the core encoder.
Another disadvantage is that the core encoder is not necessarily
tuned for use in a two stage structure.

Two Algebraic-Code-Excited Linear Predictive (ACELP) coders
have been investigated for use as a core: G.729 at 8 kb/s, and
G.723.1 at 5.3 kb/s. Both encoders have a pre-processing step
which consists of a high pass filter and pre-scaling. Both decoders
have a postfilter which enhancesthe quality of the synthesis output.
Though the original goal is to make the second stage as indepen-
dent of the core stage as possible, one concession has been made:
the signalx represents the input after pre-processing, andsc the
core output before post-processing.

3. INITIAL INVESTIGATION
An initial step in the design of the second stage is the character-
ization of various signals of interest:x, the input signal;sc, the



core decoder output;e = x � sc, the difference signal. The re-
sults of the investigation provide the key motivations for using a
hybrid structure. All test files used are 16 bit 8 kHz samples. Only
active segments in time for which the average signal energy ofx

exceeded a given threshold are used in the analyses.
The first measurements are LPC predictive gains. The linear

predictive filters are defined every 10 ms on a 20 ms window of
data using the autocorrelation method [7]. A 20 ms Hamming
window is used. Signalsx, sc, ande, can be used to define fil-
ters. Predictive gains are defined by applying the filters to various
signals, using only the corresponding middle 10 ms of the 20 ms
interval of time used in definition of the filter. The predictive gain
G(H;y) (in dB) for a filterH applied to a segment of datay is
defined by:G(H;y) = 10log10(kyk

2=kH:yk2):
Average gains for a few signals are given in Table 1. G.723.1

is used to generatesc.

Table 1: Mean (segmental) Predictive Gains (dB)
Combination 1 2 3 4

Filter defined on: x e x sc
Gain defined using: x e e e

Order 10 10 10 10
Clean female speech, 28 sec8.98 4.65 2.27 0.46
Clean male speech, 28 sec 9.00 4.57 2.68 0.80
Synthetic Music, 17 sec 4.90 3.11 2.16 0.97
Brass and strings, 14 sec 7.61 4.42 2.92 1.74

Vocal music, 16 sec 4.32 2.32 -1.44 -0.38
Car noise, 8 sec 3.77 2.71 2.05 1.26

Combinations 1, 2 and 3 demonstrate that 10th order all pole mod-
eling of the input and error spectra provide only marginal predic-
tive gains for some signals, in particular with non-speech signals.
Combination 4 is included as it uses a filter available to the sec-
ond stage decoder without the need to use bits fromre. The gains
demonstrate that this filter is of minimal use for encodinge. The
results using higher LPC orders are similar.

Other investigations focused on signal to noise ratios between
x ande. Subband SNR's were computed using FFT's and MDCT's.
Generally, the mean SNR's for many music files are lower than 4.5
dB in most frequency ranges, with components below 500Hz and
above 2500Hz having the lowest SNR's. Often SNR's in the low
frequency range change by as much as�15 dB on a 10 ms ba-
sis. These distortions appear to be the most important to reduce in
order to improve the quality of the core for music.

For clean speech files, SNR's below 1.5 kHz are generally
high, with means in the range of 8-10 dB. Above 2 kHz SNR's
have means on the order of 3 dB. The swirling noise observed
when coding input signals with car noise is probably the most dif-
ficult distortion to characterize. It has been conjectured that this
phenomenon is related to random movements of the poles of the
LPC filter [8]. The frequency range of 500 Hz to 2 kHz appears to
be most significant to this phenomenon.

These and other analyses show that while the LPC model can
provide significant coding gains for speech-like signals, it is not
necessarily applicable to either more general signals like music,
or the error signal from the core stage. In addition, subtle distor-
tions like the swirling in car noise and those with music require
more careful correction. The gross modeling of the LPC filter is
not useful for this purpose. These observations, and the desire to
use more advanced perceptual techniques to compensate for dis-
tortions introduced by the core, are the primary motivations for
using a transform paradigm for the second stage.

4. CHOICE OF TRANSFORM AND DELAY
A Modified Discrete Cosine (Lapped) Transform (MDCT) [9], op-
erating on160 samples with a80 (10 ms) sample overlap is used
for the second stage. This enables synchronizationwith both G.729,
G.723.1, and other ITU-T standards which use the 10 ms multiple
for framing. G.723.1 has a 30 ms frame with a 7.5 ms lookahead.
G.729 has a 10 ms frame with a 5 ms lookahead.

The maximum combined bitrate of the core and enhancement
stages is set at 16 kb/s. This translates into 1 bit/input-sample
for the enhancement layer with a G.729 core. For each frame of
data coded by the second stage, overhead information consisting
of gains and bit assignments need to be transmitted. Experiments
suggest that this information requires about 10-20 bits/frame which
is significant for a 10 ms frame.

To lower the overhead, two consecutive MDCT's are coded
together and share common overhead information. This increases
the frame size to 20 ms, but maintains a 10 ms overlap between
frames. The resultant delay of the two stage coder using this paired
scheme is given in Table 2. Delays using other unpaired schemes
are also given.

Table 2: Two Stage Algorithmic Delays

MDCT Delay Delay � Delay
overlap with G.729 with G.723.1 over core

10 ms unpaired 25 ms 47.5 ms 10 ms
20 ms unpaired 45 ms 67.5 ms 30 ms
10 ms paired 35 ms 57.5 ms 20 ms

5. THE SECOND STAGE CODER
The second stage coder enhances the core output by modifying the
MDCT of the core stage output and performing an inverse MDCT.
The bitsre define the modification. There are 3 different time
scales of framing: sub-subframes, subframes, and frames. The
basic set of encoding and decoding operations follow this framing
hierarchy. Sub-subframes occur every 5 ms and consist of the most
recent 20 ms of data. Subframes occur every 10 ms, and consist
of the most recent 20 ms of data. Frames consist of 2 consecutive
subframes.

5.1. Second Stage Encoder
Only one operation is performed on a sub-subframe basis, a spec-
tral estimate of the input signal computed via a FFT on the present
20 ms block of the inputx. The next operations are done on a sub-
frame basis. Two MDCT's are calculated every subframe:Xk, the
MDCT of the present subframek of the inputx; Sk, the MDCT of
the present subframek of the core outputsc. The present and past
(sub-subframe) spectral estimates are used to define an acceptable
noise threshold,Tk, for subframek. The calculation is based on
principles outlined in [10].

Frames consist of 2 consecutive subframes, subframek�1 and
subframek, and so occur every 20 ms. The frame operations begin
with a pre-scaling of the coefficients of[Sk�1;Sk] producing an
new MDCT pair[~Sk�1; ~Sk]. Low, mid, and high frequency bands,
are scaled in different ways. The process is highly adaptive de-
pending on how much pre-scaling is required. Musical sequences
generally require more scaling than speech sequences. The coder
allows for various degrees of pre-scaling, and produces a variable
length bit stream from this process.

Following the scaling, the error MDCT,[Ek�1;Ek] = [Xk�1;

Xk] � [~Sk�1; ~Sk], is calculated. A gain normalization envelope
[Gk�1;Gk] is selected. This envelope is defined using a smoothed
version of[~Sk�1; ~Sk] combined with vector quantized gains in a



number of subbands. Four possible smoothing processes exist.
The number of subbands is selected in a closed loop fashion. Hav-
ing a choice allows the encoder to better balance the number of
bits used for gain normalization to those used for other processes.
The normalized MDCT,[Nk�1;Nk], Nk(i) = Ek(i)=Gk(i), is
then coded by a two stage vector quantization process. Four di-
mensional inter/intra-subframe VQ's are used.

The quantization process begins by assigning a fraction of the
bits remaining from the total bit budget (after the pre-scaling and
gain normalization) to the first stage vector quantizer (VQ). The
remaining bits are assigned to the second stage vector quantizer.
There are two possible splits in the bit assignment between the
two quantizers. The actual split used is selected by a closed loop
procedure.

One of two possible first stage VQ codebooks may be used: a
5 bit or a 7 bit codebook. The lower rate codebook allows more
MDCT coefficients to be quantized, and the higher rate gives more
accurate quantization. The choice used is signaled by a 1 bit flag.

Given the bit budget and codebook used, the bit assignment
for the first stage VQ is implicit on[Gk�1;Gk]. Twelve extra bits
of side information may be taken from the first stage VQ bit budget
to modify this assignment. A one bit flag signals whether or not
this is done.

First stage quantization followed by inverse quantization pro-
duces an approximation[ ~Nk�1; ~Nk] to [Nk�1;Nk]. The approx-
imation [ ~Nk�1; ~Nk] and [Gk�1;Gk] are used to assign the re-
maining bits for the second stage quantization. The second stage
codebooks are tree structured relative to the first stage codewords,
and so the second stage quantization procedure needs to know the
first stage VQ indices. Second stage inverse quantization provides
a final approximation[N̂k�1; N̂k]. This is inverse normalized and
added to[~Sk�1; ~Sk] to provide a new approximation[X̂k�1; X̂k].
to [Xk�1;Xk].

X̂k(i) = N̂k(i)Gk(i) + ~Sk(i): (1)

Closed loop decisions are made by comparing[X̂k�1; X̂k ]. to
[Xk�1;Xk ] for different codebook, bit assignment, and gain nor-
malization, options. During this process it is often the case that
similar vector quantization indices are shared by different combi-
nations of options. This fact is used to simplify the closed loop
procedure. The final encoding structure is illustrated in Figure 2.

Table 3: Bit-Stream Format of Second Stage Encoder
Operation Comments Bits

Standard Scaling Low Freq 6
in All Freq 3

Selective Scaling Low Freq G.723.1 2-41
ip G.729 2-29

Mid Freq 1 - 9
High Freq 1 - 10

Closed Loop (CL) Type of Gain Normal. 1
Selections Type of Stage 1 Bit Assgn. 1

ic Stage 1 VQ codebook 1
Stage 2 VQ bit budgetB 1

Gain Norm.ig Selected in CL 4 or 16
Smoothing Process For raw gain envelope. 2

Stage 1 Bit Assgn.io Selected in CL 0 or 12
2 stage VQ B selected by CL

if 1st stage VQ indices left-B
is 2nd stage VQ indices B

Stage 1 VQ

INPUT
x

CORE
sc

Spectral
Estimation

and
Masking

Threshold

Selective 
coefficient

scaling

MDCT

MDCT

MDCT Gain
 Normalization

Stage 1 inv VQ

 Inv Gain
 Normalization

Closed Loop
Decision

and 
Loudness

Calculation

Stage 1 bit
allocation

Stage 2 bit
allocation

Sk

~
SkXk

Ek

Nk

Ek
^

Nk
^

GkTk

Gk

−+ ip

ig

io

if

ic

Standard
coefficient

scaling

KEY: signals control bits

Sk
−

in

Gk
Nk
~

Stage 2 VQ

is
Stage 2 inv VQ

Xk Sk

Figure 2: Second Stage Encoder

5.2. Second Stage Bit Stream
The final bitstream format of the encoder is adaptive. The adapta-
tion is done in both closed and open loop fashions. The (variable)
format is shown in Table 3. Bits within the Selective Scaling and
Closed Loop Selection streams define the adaptation. The main
differences between the G.729 and G.723.1 formats are the num-
ber of bits used for the low frequency scaling.

5.3. Second Stage Decoder
The decoding process begins by calculating[Sk�1;Sk]. Scaling
is done to produce[~Sk�1; ~Sk]. The gain normalization envelope
[Gk�1;Gk] is calculated, and first stage bit assignment is recov-
ered using this envelope and possibly 12 extra correction bits.

The error approximation[ ~Nk�1; ~Nk] is recovered by the in-
verse first stage vector quantizer. This approximation and[Gk�1;
Gk] define the bit assignment for the second stage vector quan-
tizer. The final approximation[N̂k�1; N̂k] is recovered by inverse
second stage vector quantization. This is inverse normalized to
give the error estimate.

The error estimate is added to the scaled MDCT[~Sk�1; ~Sk]

resulting in[X̂k�1; X̂k]. The inverse MDCT (IMDCT) of[X̂k�1;

X̂k] is put through the add and overlap process, and the result is
post-processed by a high pass filter. The final output isse.

5.4. Self Embedded Property
Another property of the enhancement stage is that its bitstream
is also embedded. At the Standard and Selective Scaling stages
of the decoding process there are either incomplete or complete
versions of the signals[�Sk�1; �Sk] and[~Sk�1; ~Sk]. If the final bit-
stream reaching the decoder ends in/at these stages, the incom-
plete/complete version of[�Sk�1; �Sk] or [~Sk�1; ~Sk] can be sent to
the IMDCT (with [N̂k�1; N̂k] assumed zero) to produce an en-
hanced output.

Bits for the Closed Loop Choice, Gain Normalization, and
First Stage Bit Assignment, by themselves can not be used to im-
prove on the reconstruction. However, the inverse VQ processes



can be stopped at any point in the calculation of either[ ~Nk�1; ~Nk]

or [N̂k�1; N̂k]. Partial versions of either of these vectors can be
inverse normalized and combined with[~Sk�1; ~Sk] to produce a
reconstruction via the IMDCT.

In cases where processing power is a limitation, the embedded
property also allows both the second stage encoder and decoder to
produce or use only partial portions of the second stage bitstream.
In this way, the structure is also scalable in complexity.

6. A-B COMPARISON TESTS
To compare the performance of this system to other fixed rate stan-
dard coders informal A-B comparison tests were conducted. Two
standard coders were used for the comparison: G.728 at 16 kb/s,
and the GSM Enhanced Full Rate (EFR) coder at 12.2 kb/s. The to-
tal rate of the two stage structure is fixed at 16 kb/s. The tests used
10 files: 6 clean speech, 3 male, and 3 female; 5 music files, syn-
thesized music, orchestral music, a saxophone solo, and 2 vocals
pieces with background music; 2 mixed inputs, one female speech
with classical music, the other female speech with car noise at -
15dB relative to the speaker. The core coder used is G.723.1. Nine
listeners were used.

The fraction of trials in which the two stage embedded struc-
ture is preferred over each of the standard coders is shown in Table
4.

Table 4: Preference of 2 Hybrid Structure over Standard Coders

Fraction of Trials the Hybrid Structure is Preferred
Input G.728 GSM-EFR
Speech: Female Speech 18/27 14/27

Male Speech 11/27 13/27
Music: Synthesized 2/9 8/9

Orchestra 3/9 7/9
Saxophone 1/9 6/9
Vocal piece 1 6/9 7/9
Vocal piece 2 3/9 7/9

Mixed: Female+classical 4/9 4/9
Female+car noise 1/9 2/9

The tests show, as expected, that the performance of the two
stage structure depends strongly on the performance of the core
stage. For clean speech the core speech coder is making a good
use of the core bitrate. In this case the two stage structure has
a performance practically equal to that of G.728. However, for
general inputs such as music, the structure at 16 kb/s has a per-
formance between the 12.2 kb/s GSM-EFR coder and the 16 kb/s
G.728 coder. Informal tests show that the performance of the hy-
brid structure with a G.729 core is less than that using the G.723.1
core. The primary reason for this is that the improved performance
of the G.729 core over the G.723.1 core does not make up for 8.0-
5.3=2.7 kb/s loss in bitrate available to the second stage.

7. CLOSING REMARKS
The general two stage structure provides a means of designing em-
bedded coding structures, and a way to enhance an existing speech/
audio coding system. The hybrid nature of the structure allows the
structure to compensate for distortions inherent to the core coding
paradigm, while still taking advantage of the high compression ra-
tios the core provides on certain inputs like speech. The structure is
also flexible and can adjust to various levels of complexity, bitrate,

and coding quality, both during and after encoding. The present
implementation allows for two possible algorithmic delays.

The second stage coder is highly adaptive. Though this en-
ables the coder to adapt to various types of distortions and make
efficient use of bits, it also makes the second stage encoder very
sensitive to bit errors. The second stage should only be used in
cases of very low bit error rates. It is also worth mentioning that
two stage structures are also sensitive to bit errors in the core stage.
For example, a sign change in the output of the core stage will not
affect the core output quality, but can make a large difference on
the combined output of the two stages.

The largest room for improvement in the 2 stage structure is
in the core coder. The core coders used in this study often produce
distortions that are extremely difficult to compensate for, requiring
an excessive expenditure of bits by the second stage. Modification
of the core was not considered in the present work.
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