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Abstract

In this paper, novel clustering algorithms are proposed
by using the contextual statistics of words for class-
based language models. The Minimum Discrimina-
tive Information (MDI) is used as a distance measure.
Three algorithms are implemented to build bigram
language models for a vocabulary of 50; 000 words over
a corpus of over 200 million words. The computational
cost of algorithms and resulting LM perplexity are
studied. The comparisons between the MDI algorithm
and the Maximum Mutual Information algorithm are
also given to demonstrate the e�ectiveness and the ef-
�ciency of the new algorithms. It is shown that the
MDI approaches make the tree-building clustering[2]
possible with large vocabulary.

1 Introduction

In order to incorporate the statistical language models
into a large vocabulary continuous speech recognition
system, it is always necessary to partition the whole
vocabulary into a number of classes, or Part-of-Speech
(POS) categories. Words within a class share similar
syntactic and semantic functionalities. A number of
algorithms have been proposed. An algorithm, called
maximum mutual information (MMI), has been widely
adopted to generate bigram language models[1, 2]. To
obtain a C classes language model for a vocabulary size
of V with MMI approach, the computation is of the or-
der of V 3, where each operation involves a logarithm.
To be practical for large vocabulary size V , larger than
5; 000, a greedy merge method is also introduced based
on the MMI theory, which still requires one order of
V 2C operations. The merging or classi�cation is con-
ducted in a sequential manner, therefore, iterations
over the given sample data will certainly improve the
results. Unfortunately, for a very large vocabulary, say
V > 50; 000, the computation for a single batch does
not allow iterations to happen.
In this paper, we will propose a new framework

based on minimum discriminative information (MDI)
clustering, which requires less computations to en-
able an iterative sequential minimization. Three al-
gorithms will be discussed which are of order of less
than V 2. In section 2, the MDI distance measure will
be studied. In section 3, the procedures of algorithms
will be constructed. In section 4, the computational
cost will also be addressed. Finally, the LM perplexity
studies over a 50; 000 words vocabulary with 200 mil-
lion words training corpus are carried out. It is shown
that MDI gives similar results to MMI method while
dramatically reducing the computations.

2 Minimum discriminative in-

formation

The contextual statistics of a word can be easily ob-
tained from a corpus. Here the contextual information
cifwg is de�ned to be the co-occurrence counts or the
frequencies of a word with its neighbouring words at
distance l. Given a lexicon of V words, in the case of
l = 1,

cifwg = fcilfwg; cirfwgg (1)

where
cilfwg = fcl(w1; w):::cl(wV ; w)g (2)

cirfwg = fcr(w;w1):::cr(w;wV )g (3)

where cl(wv; w) is left-bigram counts for w and
cr(w;wv) the right-bigram. Let c(w) denote the word
count, 1-gram, for w, we have

c(w) =

VX

v=1

cl(wv ; w) =

VX

v=1

cr(w;wv) (4)

The sum count of cifwg components is 2� c(w).
Now two principles are given to our algorithms.

Firstly, the part of speech of a word can be determined
by the part of speech of its contextual words. Secondly,
words with similar POS functions are merged into the
same class. Therefore, the problem becomes how to



de�ne the similarity of two words in terms of their
POS functions, or contextual information. Represent-
ing the co-occurrence counts c(w1; w2) in probabilities

p(w1=w2) = c(w1; w2)=c(w2) (5)

Eq(1) gives

pcifwg (6)

= fpl(w1=w):::pl(wV =w); pr(w1=w):::pr(wV =w)g

where
P

v pl(wv=w) = 1 and
P

v pr(wv=w) = 1.
The discriminative information between two words

w1 and w2 is given as

D(w1; w2) =
VX

v=1

pl(wv=w1) log
pl(wv=w1)

pl(wv=w2)

+

VX

v=1

pr(wv=w1) log
pr(wv=w1)

pr(wv=w2)
(7)

which is also known as Kullback-Liebler distortion
measure or relative entropy.
The objective of partitioning the vocabulary is to

�nd a set of centroids focg for cells fOcg, c = 1; C
which give the minimum global discriminative infor-
mation

GDI =

CX

c=1

X

i2Oc

D(wi; oc) (8)

=

VX

i=1

VX

v=1

pr(wv=wi) log pl(wv=wi)

+

VX

i=1

VX

v=1

pr(wv=wi) log pr(wv=wi)

�

CX

c=1

X

i2Oc

VX

v=1

pl(wv=wi) log pl(wv=oc)

�

CX

c=1

X

i2Oc

VX

v=1

pr(wv=wi) log pr(wv=oc)

= H(w) �R(w)

where, speaking in information theory, R(w) is the bit
rate in transmitting sourcew with symbol oc andH(w)
is the entropy of source w. Therefore, the relative en-
tropy can be interpreted as the error bit rate when
transmitting source w with symbol o. It can be easily
seen that H(w) is a constant independent of the par-
titioning. When the global discriminative information
is minimized, R(w) is maximized.
Each partition or class Oc is represented by a cen-

troid word oc which carries the common POS functions

for the class. Let us denote Eq.(6) as

pcifwg = fp(k=w); k = 1; 2V g (9)

Given class Oc = fwi; i = 1; vcg, the centroid of Oc,
oc = fo(k=oc); k = 1; 2V g can be estimated[3] by using
the minimum distance rule. Notice that the Kullback-
Liebler distortion is not a symetric measure, we have

o(k=oc) =
1

vc

vcX

i=1

p(k=wi) (10)

o(k=oc) =
vc

pQvc
i=1 p(k=wi)P2V

k0=1
vc

pQvc
i=1 p(k

0=wi)
(11)

respectively for the two distance measuring order
D(o; w) and D(w; o). Since the words scatter in a dis-
crete space, oc by Eq(10) might not be a valid word.
One can �nd the pseudo-centroid by looking in the
class for the closest word to oc.
It is noted the left and right contexts here are con-

sidered as two trigger pairs[4] concerning w at distance
1, it is straightforward to extend distance l to L > 1
to accommodate more contextual information by aug-
menting the Eq(6) with co-occurrence counts of triger
pairs at longer distances. For brevity, only l = 1 will
be dicussed throughout the rest of the paper.

3 Sequential minimization

As previously stated, a word is characterized as a prob-
ability array in terms of contextual information. Clus-
tering words becomes a encoding problem in VQ de-
sign. Suppose that a sequence of sample data V is
to be clustered into C classes. An exhaustive search,
that is, tree-building algorithm, for the V samples will
take the operations of order of V 3 as described in [2].
It is too expensive to be feasible for large V . A LBG
procedure[5] based on iterative improvement in general
yield a good clustering, from which much less compu-
tational cost is expected, less than order of V 2. Here,
the C most frequent words are assigned into C distinct
classes as the initial codewords. Then two procedures
proceed iteratively until the average distortion GDI
is small enough. (1) Classify the sequence of words,
which is ordered by decreasing frequency, into a se-
quence of classes using the minimum distortion rule.
(2) Replace the old reproduction codewords for each
class by its estimated centroid. Usually it only takes
few iterations to achieve a fairly good result.
Algorithm 1

� step 1: start with initial codebook;

� step 2: classify wi; i = 1; V with Eq.(7);



� step 3: update the codebook with Eq.(10) or
Eq.(11);

� step 4: if GDI < t then stop else step 2.

t is a threshold used to terminate the convergent pro-
cess. By Eq.(7), it is noted that the logarithm can
be prestored to reduce the on-line computation. The
computation involves one order of V 2, the number of
bigrams, logarithm. Actually, only a fraction of bi-
grams do occur in the corpus among the V 2 possibil-
ities. For example, we only have 8:6 � 106 non-zero
bigrams instead of 2:5� 109.
In Algorithm 1, the codebook is updated after each

batch cycle at step 3. To have the codewords on-line
adapted to the changing classes, we suggest to update
the codeword after each word merging, which intro-
duces additional one order of V 2 logarithm for each
batch cycle. It leads to another implementation.
Algorithm 2

� step 1: start with initial codebook;

� step 2: classify wi, i = 1; V with Eq.(7), update
codebook with Eq.(10) or Eq.(11);

� step 3: if i = V then step 4 else i = i+ 1, step
2;

� step 4: if GDI < t then stop else, step 2;

To further reduce the computation, an algorithm is
proposed to get rid of the logarithm. Given a word wi,
one �rst assumes that all the observed bigrams from
the training corpus are of equal probabilities. Then the
contextual co-occurrence frequencies of wi, p(k=w) are
set to yi for occurrence and ~yi for absence as a log zero
oor, subject to

P
k p(k=w) = 1. By Eq.(7), we have

D(w1; w2) = N1y1 log
y1
y2

+N2y1 log
y1
~y2

+N3~y1 log
~y1
y2

+N4~y1 log
~y1
~y2

= �N1 + �N2 + N3 + �N4 (12)

where N1 is the count of on�on pairs between w1 and
w2,N2 the on�off pairs,N3 the off�on pairs andN4

the off�off pairs. In this case, the distance measure
is basically counting the number of pair occurrences.
The simplicity of distance measure allows us to have an
exhaustive matching over a large space. The algorithm
might be used to have a preclassi�cation of a large
vocabulary. The idea is to reduce the search space
signi�cantly before detailed clustering is conducted.
Algorithm 3

� step 1: create a class for word w1;

� step 2: �nd the closest class o to wi with Eq.(12);

� step 3: if D(wi; o) < A then merge wi to o else
create a new class for wi

� step 4: i = i+ 1, if i < V then step 2 else stop

It is found that Algorithm 1 and 2 merge V words
to form a codebook of size C while Algorithm 3 grows
codebook size from 1 to C. A threshold A is prede�ned
to decide whether a new class should be formed. The
resulting number of classes C depends on this thresh-
old.

4 Algorithm study

The concept of mutual information, taken from infor-
mation theory, is proposed as a measure of word asso-
ciation. It reects the strength of relationship between
words by comparing their actual co-occurence with the
probability that would be expected by chance. Max-
imizing the average mutual information will lead to
class-based language models of lower perplexities. For
the classi�cation with exhaustive matching, the up-
dating process for each merge requires a order of V 2

computations. As we have V words to merge, the total
computation is of order of V 3.
In this paper, a MDI measure is introduced which

aims at minimizing the average discriminative infor-
mation incurred by the classi�cation. Now let us dis-
cuss how the MDI approach works in the order of V 2.
The distance measure in MMI is to �nd the least loss

in average mutual information among all the potential
merging pairs (i; j) by evaluating [2]

I(i; j) =
X

l 6=i;j

p(wi+j ; wl) log
p(wi+j ; wl)

pl(wi+j)pr(wl)

+
X

m 6=i;j

p(wm; wi+j) log
p(wm; wi+j)

pr(wi+j )pl(wm)

which involves similar computation as Eq(7) does. In
addition to the mutual information evaluation, to com-
plete the merging step , we must update the counts or
probabilities for the merged class. The entire update
process for one sample, that is, a word or a class, re-
quires something on the order of V 2 computations,
logarithms. With MDI approach, the update process
is much simpler as given in Eq(10). Therefore, the en-
tire update process for a sample only involves a order
of V , and gains one order over MMI approach.
Although we have reduced the computation by one

order with the MDI approach, the exhaustive match-
ing is still too expensive to be practical for large vo-
cabulary, for example, V > 20; 000. The sequential



minimization approach further reduces the computa-
tion to a order of V � C which becomes a practical
implementation for very large vocabulary.
The ideas presented in this paper also makes the

sequential minimization possible. As stated earlier, a
word is characterized by a contextual statistical array,
hence, we can easily �nd a codeword by Eq(10) in each
class which is used to represent the POS features of the
class. Thanks to the simplicity of the codeword �nding
mechanism, the cost of merging of words or classes
become less expensive. In Algorithm 1, we do not even
bother about updating the codewords after merging
a sample. The codewords are updated after a batch
merging is completed. In Algorithm 2, codewords are
updated after merging a sample. It is shown that there
is no much di�erence between the two algorithms.

5 Experiments

The task is to cluster a vocabulary of 50; 000 words
into 1; 000 classes. The corpus used to build the LMs,
called training corpus, is a collection of newspaper text
from People's Daily. It consists of 200 million words.
Another corpus of 448 thousand words, which is exclu-
sive of the training corpus, is used as the test corpus.

The standard measure by which language models
(LMs) are assessed is by calculating their perplexity
using a sample of test data. Table 1 shows the re-
sults of two setups for Algorithm 3, where Algorithm
3 is practiced to pre-classify the vocabulary into a
class-based vocabulary. In the E1 experiment, pa-
rameters in Eq(12) are set to � = 1:0, � = 0:01 and
� =  = �0:01. In E2 experiment, � = 1:0, � = 0:05
and � =  = �0:05. which means that the relevance of
the contextual information are in the order of on�on,
off � off , then on� off and off � on.

Vocabulary Size word PP character PP

50,000 words 389 57
E1 36,000 classes 425 60
E2 22,000 classes 400 60

Table 1: The perplexity report of preclassi�cation by
Algorithm 3

In Chinese, character is the minimum unit of word,
therefore, character perplexity also reects how com-
plex the test corpus is. The scaled down vocabulary is
then clustered into our targeted 1; 000 classes by Algo-
rithm 1. Table 2 shows that Algorithm 1 gives similar
result as MMI greedy merging does. By greedy merg-

1; 000classes word PP character PP

A1 680 84
MMI 663 80

Table 2: The comparison between Algorithm 1 and
MMI greedy merging algorithm[2]

ing, MMI approach clusters 50; 000 into 1; 000 directly.

6 Conclusions

A new algorithm is presented in this paper for class-
based n-gram classi�cation, which reduces the compu-
tation by one order when compared to MMI method[2].
Although only the immediate left and right contexts
are considered, the approach is also able to take long
distance contextual information into account. A sim-
pli�ed procedure of the algorithm gets rid of the loga-
rithm operations which is shown to be an e�cient and
e�ective approach to preclassify a large vocabulary.
In this paper, a procedure of preclassi�cation fol-

lowed by detailed classi�cation is also proposed in the
MDI framework. The resulting bigram language model
is now used in our Mandarin continuous speech recog-
nition system.
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