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ABSTRACT

In CELP, the use of codebooks with entries with only a
few non-zero samples provides high speech quality and fa-
cilitates fast computation. With decreasing bit-rate, the
intervals between the pulses increase, and the quality of the
reconstructed signal begins to su�er from a particular type
of artifact, which is strongest for noise-like segments. In
this paper we describe experiments which show that the
perceived artifacts are mainly concentrated at frequencies
above 3 kHz, and this is consistent with our understanding
of auditory theory. Our analysis leads to simple strategies
to eliminate the artifacts, even at lower bit rates. We de-
scribe both a non-adaptive and an adaptive post-processing
method to remove the artifacts. The methods are demon-
strated to be e�cient when used in the ACELP algorithm.
A closed-loop method for ACELP is also described.

1 INTRODUCTION

The CELP speech coding algorithm is the basis for many
speech coding standards, and is used in many applications.
While the potential of the algorithm for e�cient coding of
speech was recognized immediately, it was initially thought
that the computational complexity of the algorithm would
prevent its practical application. These fears were allevi-
ated by a large number of fast procedures developed by
researchers. In particular the introduction of zero samples
in the so-called �xed codebook is used in a large number
of fast algorithms [1, 2]. In this paper we will refer to such
codebooks as sparse codebooks. Among these algorithms,
the ACELP algorithm [3, 4] is currently most commonplace
and used in the ITU-T G.729 coder [4], the enhanced full-
rate GSM coder [5], and the enhanced full-rate D-AMPS
coder [6]. The multi-pulse LPC coder is another example
of a coder relying on sparse codebooks [7].
While the primary motivation for sparseness is to facil-

itate fast computations, artifacts are introduced in the re-
constructed speech when the number of non-zero samples
decreases too far, limiting the usefulness of the method at
lower bit rates. This motivated us to search for methods to
remove these artifacts. We started with a perceptual analy-
sis of the artifacts. It turns out that the artifacts are time-
domain e�ects residing mainly above 3000 Hz. We have
designed both post-processing and closed-loop methods to
eliminate the artifacts. The post-processing procedure elim-
inates most of the artifacts. The closed-loop procedure is
slightly more e�cient as the method is incorporated into
the analysis-by-synthesis. Furthermore, the procedures can
be enhanced by adapting the parameter settings.
The outline of the paper is as follows. We start with a

section de�ning sparseness more precisely, both from the
coder viewpoint and, more importantly, from the percep-
tual viewpoint. In Section 3 we describe experiments which

con�rm the conclusions of Section 2. Section 4 then de-
scribes a practical method to remove the artifacts using
post-processing only and Section 5 describes a closed-loop
procedure. In Section 6 subjective test results for a 6.4 kbps
ACELP coder with a sparse codebook are given. Section 7
provides our conclusions.

2 EFFECTS OF SPARSE CODEBOOKS

In the design of a CELP coder, sparseness simply means
that the entries of the �xed codebook consist mainly of
zero samples. For example, in the G.729 coder and the D-
AMPS EFR coder, there are only 4 non-zero samples per 40
samples sub-frame (at 8 kHz sampling rate). These 4 non-
zero samples require the relatively high bit-rate of 3.4 kbps.
With a decrease in bit-rate, the number of non-zero samples
in the codebook decreases. This decrease is accompanied
by an increasingly strong perceptual artifact which is most
dominant in noise-like signal segments, such as unvoiced
speech and background noise, and less noticeable in nearly
periodic signal segments such as voiced speech. With only
2 non-zero samples per sub-frame, the artifacts are quite
strong and impair the quality of the reconstructed signal
signi�cantly. The artifacts are perceived as an annoying
\quasi-periodic" component added to the signal.
It is well-known that the �rst stage processing of the hu-

man auditory periphery is accurately described by a �lter-
bank (e.g. [8, 9, 10]). We will refer to this �lterbank as
the auditory �lterbank. Exploiting the auditory �lterbank,
we de�ne time-domain features as variations in the signal
power of a particular �lter, and a frequency-domain feature
as a structure in the signal power outputs across a number of
adjacent �lters averaged over a time interval. (For a quanti-
tative treatment it is perceptually more accurate to use the
low-pass �ltered, half-wave recti�ed signal instead of the
signal power.) In general, when the �lter bandwidths are
small, frequency-domain e�ects are more dominant, while
when the �lter bandwidths are large, time-domain e�ects
are more dominant.
An increase in sparseness of the �xed codebook of a

CELP coder will decrease the reconstruction accuracy of
both time-domain and frequency-domain features. The rel-
ative decrease is a�ected by the statistics of the original
signal. If the ideal excitation for the LP-based synthesis
�lter is similar to white noise, then the time-domain fea-
tures of the signal will be a�ected much more signi�cantly
than the frequency domain features. On the other hand,
if the ideal excitation is itself sparse in nature, then both
time and frequency-domain features will be a�ected simi-
larly. Since the artifacts are much stronger in regions of the
�rst class, we conclude that the increasing distortion of the
time-domain features of the signal is most signi�cant in the
artifacts associated with sparseness.
The role of the long-term predictor (LTP) in CELP of-

fers another explanation for the larger problems in regions



where the ideal excitation is noise-like. In such regions, the
relative contribution of the LTP to the excitation is small
compared to the sparse �xed codebook which alone cannot
create a smooth signal power contour. In more periodic
signal segments, the LTP is the major contributor to the
excitation and the sparseness of the �xed codebook leads
to much less prominent artifacts.
The bandwidth of the �lters of the �lterbank describing

the �rst stage of processing by the auditory periphery in-
creases from around 100 Hz at 100 Hz to about 500 Hz
at 3000 Hz. Independent of any processing of the signal
beyond this �lterbank, this pre-preprocessing stage makes
time-domain e�ects more likely at high frequencies.
The discussion of the auditory system in this section sug-

gests that the artifacts associated with sparseness are due to
distortion of the time-domain features, and that this distor-
tion should be most audible in the higher frequency ranges.
In the next section we describe experiments which con�rms
these �ndings.

3 BASIC EXPERIMENTS

The goal of the basic experiments was to characterize the
perceptual artifacts in a signal with a relatively high level
of sparseness. For this purpose we used signals with both
speech and background noise. The signal was �rst divided
into overlapping windows with a length of 10 ms. The win-
dows were shaped so that the addition of the windowed
signals resulted in exact reconstruction. On each of the
windowed signals we performed a discrete Fourier trans-
form, and we manipulated the transform in various fre-
quency bands. The coder used for the experiments was the
D-AMPS EFR coder [6], where the �xed algebraic code-
book was replaced with an algebraic codebook with only 2
pulses.
In an initial informal experiment, the magnitude or phase

spectra of the coded signal was replaced with the corre-
sponding spectra from the original uncoded signal. This
experiment con�rmed that the sparseness artifacts are due
to time-domain e�ects as replacing the magnitude did not
remove the artifacts whereas the replacement of the phase
removed the artifacts completely. Therefore, the following
experiments concentrated on altering the phase spectrum
in various frequency bands.
The artifacts induced by sparseness are strongest for

noise-like signals. For such signals, the power of the out-
put from the �lters of the auditory �lterbank should be
smooth in time. This is changed with the sparse excita-
tion. To make the power output from the �lters smoother,
a random component was added to the phase spectra in
various frequency bands of the decoded signal. Note that
randomizing the phase of the discrete Fourier transform co-
e�cient results in an elimination of periodicity present in
the frequency band. However, the perception of pitch is
dominated by low frequencies, where we expect the artifacts
induced by sparseness not to be of any signi�cance. It was
found that the artifacts were eliminated by adding a ran-
dom component to the phase of the discrete Fourier trans-
form coe�cients. As expected, the artifacts dominate for
the higher frequency ranges. Modifying the phase spectra
in the 3000-4000 Hz band removed the artifacts, especially
for background noise conditions. However, modifying the
phase of the decoded speech signal itself introduced some
amount of unnaturalness to clean speech.
To reduce any possible e�ects of block-wise modifying

the Fourier spectrum, a further experiment was performed
where the excitation signal to the LP synthesis �lter was
modi�ed instead of the decoded speech signal. In this way

the modi�ed excitation signal is smoothed by both the syn-
thesis �lter and the post�lter. Informal listening tests con-
�rmed that the unnaturalness problems due to block pro-
cessing in the speech domain were eliminated. The method
still maintained its e�ciency in removing the sparseness ar-
tifacts. This means that the reduction in periodicity by our
procedure to eliminate the sparseness artifacts did not lead
to any signi�cant adverse e�ects in the perceived quality of
the reconstructed signal.

4 POST-PROCESSING ARTIFACT REMOVAL

The decoder structure used to include the phase modi�ca-
tion as a post-processing only technique into a CELP coder
is given in Figure 1. The phase modi�ed excitation may
alternatively be used to update the LTP history. In this
case, however, the encoder also use the modi�ed signal and
the technique is no longer a pure post-processing operation.
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Figure 1. Post-processing phase modi�cation in CELP.

4.1 Non-adaptive processing

When trying to �nd a method, based on the �ndings in the
previous section, that would be e�ciently implementable in
a CELP coder, several questions were raised:

1. Can the phase randomization be applied to the �xed
codebook excitation only in each sub-frame without
using overlapped transforms?

2. Can a �xed modi�cation of the phase in each sub-frame
be employed?

3. Can the method be implemented in the time-domain?

Further informal experiments based on the methodology
of the previous section gave a positive answer to the �rst
two questions. This means that the method does not require
additional delay. The complexity will also be manageable
since the method can be applied to the sparse �xed code-
book signal. Furthermore, the usage of a random generator
is avoided.
The method does, at this point, consist of multiplying the

Fourier transform of the �xed codebook entry in each sub-
frame by a transfer function modifying the high-frequency
phase only. This is expressed by

~Xf (!) = F (!) �Xf (!) (1)

where
F (!) = ej�(!) (2)

and �(!) is the random component added to the phase spec-
trum. Xf (!) is the Fourier transform of the �xed code-

book signal whereas ~Xf (!) is the modi�ed Fourier trans-
form. The post-processed �xed codebook entry is obtained
by an inverse Fourier transform of ~Xf (!). Multiplying by a
transfer function F (!) in the Fourier-transform domain is
equivalent to circular convolution in the time-domain with
the impulse response f(n) = IFFTfF (!)g corresponding
to the transfer function. Therefore, the answer to question



3 is also positive. We have now obtained a low-complexity
method since we only need to convolve with the few non-
zeros samples of the �xed codebook signal. The modi�ed
�xed codebook signal, ~xf (n), is thus given by

~xf(n) =

P�1X

k=0

�kf(n;mk) (3)

where �k is the amplitude (including sign) and mk is the
position of the k'th pulse in the sparse codebook, P is the
number of pulses, and f(n;mk) is the circularly shifted ver-
sion of f(n).
In Figure 2 the impulse-response f(n) is shown for two

examples. In both cases, the phase is modi�ed only in the
3-4 kHz band whereas the amount of modi�cation is in the
range ��=2 to �=2 and �� to �, respectively.
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Figure 2. Impulse responses f(n) for the phase modi�cation.
Left: Modi�cation from ��=2 to �=2. Right: Modi�cation from
�� to �.

In order to assess the e�ciency of the phase modi�ca-
tion method, we performed A-B listening tests involving 3
coders all based on the D-AMPS EFR coder [6]. Only the
�xed codebook was di�erent among the coders. The �xed
codebook had 2, 3, and 4 pulses in the algebraic codebook,
respectively. The bit rates of the coders are 6.2 kbps, 6.8
kbps, and 7.4 kbps (the original D-AMPS EFR coder), re-
spectively. A number of pair-wise comparisons were made
between these coders where one of the candidates had post-
processing phase modi�cation. The test material consisted
of 14 speech samples including clean speech (4 samples),
speech with car background noise (4 samples), speech with
babble background noise (4 samples), pure car noise (1 sam-
ple), and pure babble noise (1 sample). Seven listeners per-
formed the test, using telephone handsets. The results are
shown in Table 1. The horizontal items employ phase mod-
i�cation. The impulse response of the phase modi�cation
�lter used is the one shown in the right part of Fig. 2 (i.e.
phase modi�cation in the 3-4 kHz band and from �� to �).

Table 1. Preference of horizontal item over vertical item.

2-pulse 3-pulse 4-pulse
2-pulse mod 72% 42% -
3-pulse mod - 61% 50%
4-pulse mod - - 52%

As the number of algebraic codebook pulses is increased,
the distortion due to sparse excitation is reduced. There-
fore, with four pulses, the improvements by using phase
modi�cation is marginal. For three and two pulses, how-
ever, the increased quality is noticeable. Signi�cantly, the
3-pulse codebook with phase modi�cation is judged to have
a quality identical to that of the original 4-pulse codebook.

4.2 Adaptive processing

It was noted in Section 3 that the sparseness of the
�xed codebook is perceptually most noticeable for unvoiced
speech and for speech in background noise. In voiced seg-
ments of speech, too strong phase modi�cation may result

in a slight noisyness. A further enhancement of the per-
formance may be achieved if the phase modi�cation �lter
is made signal adaptive. Two basic control parameters for
the �lter were selected:

� The cut-o� frequency for phase modi�cation.

� The maximum phase modi�cation angle.

The selection of a particular �lter to use for a segment (e.g.
sub-frame) of speech can be made according to an implicit
signal classi�cation. A simple but e�cient method is the
use of the quantized LTP gain as illustrated in Table 2.
The �lter cut-o� frequency, fc, and the the maximum phase
modi�cation, �max, are given as a function of the quantized
LTP gain, ĝLTP .

Table 2. Adaptive phase modi�cation parameter settings.

ĝLTP fc �max

> 0:9 - 0
[0:5; 0:9] 3000 �=2
< 0:5 2000 �

The improved performance using an adaptive �lter selec-
tion as described above has been veri�ed through informal
listening tests. Especially the performance for background
noise is improved due to the smoother excitation resulting
from the stronger phase modi�cation when ĝLTP is low.
The e�ect is close to that of adding a random noise compo-
nent to the excitation. The quality is also improved for
strongly voiced segments. With a short memory in the
adaptive �lter selection, the adaptive technique does not
degrade noticeably under channel-error conditions.
The simple LTP gain adaptation may be further en-

hanced by incorporating more information describing the
signal, such as the energy and the spectral shape, in order
to detect e.g. background noise.

5 CLOSED-LOOP ARTIFACT REMOVAL

The phase modi�cation of the excitation signal, as described
in the earlier sections, may also be applied closed-loop in the
analysis-by-synthesis stage. The structure for the closed-
loop phase modi�cation is given in Fig. 3.
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Figure 3. Analysis-by-synthesis phase modi�cation in CELP.

Using an algebraic codebook, the �xed codebook search
is performed by maximizing the term

Tk =
(Ck)

2

Ek

=
(dtck)

2

ctk�ck
(4)

where d = Htx and � = HtH. x is the target signal and H
is the lower triangular matrix performing linear convolution
with the search �lter. ck is the k'th entry in the sparse
algebraic codebook.
With the phase modi�cation �lter included in the search,

a phase modi�ed algebraic codebook entry should be used
in eq. 4. Therefore, ck is replaced by cf k = Fck, where
F is a matrix performing the circular convolution with the



phase modi�cation �lter impulse response f(n). It is easily
shown that this is equivalent to replacing d and � in eq.
4 by df = (HF )tx and �f = (HF )t(HF ). The e�cient
algebraic codebook search algorithm in the ACELP coder
can therefore be used unmodi�ed, only the inputs d and �
are changed.
Informal listening indicates that the closed-loop version

provides slightly higher quality than the post-processing
only version. It was also noted that a milder phase modi�-
cation is suitable for the closed-loop case. We believe this
is due to the fact that the phase modi�ed �xed codebook
signal is now used to update the adaptive codebook. An
alternative structure to Fig. 3 updates the adaptive code-
book with an excitation signal consisting of the (unmod-
i�ed) �xed codebook contribution and the adaptive code-
book contribution. Adaptive phase modi�cation can also
be incorporated in a straightforward manner.
The increase in complexity by including the phase modi�-

cation is due to using the matrix HF instead of the matrix
H. For circular convolution, F is not lower-triangular as
the linear convolution matrix H. Thus, HF is not lower-
triangular. An increase in complexity arises from both per-
forming the matrix multiplication HF and using HF to
compute df and �f . The increase is managable since it oc-
curs prior to the actual search in each sub-frame. It is, how-
ever, signi�cant and strongly dependent on the sub-frame
length.
In an alternative implementation, we employed linear

convolution for the phase modi�cation. This introduces a
very small complexity increase since one can simply con-
volve the impulse responses for the search �lter and the
phase modi�cation and use the resulting impulse response
to construct the matrix H. The ringing of the phase modi-
�cation must now be taken into account. With this lower-
complexity method, we obtained quality indistinguishable
from using the original circular convolution.

6 FORMAL SUBJECTIVE EVALUATION

The non-adaptive post-processing phase modi�cation has
been included in a 6.4 kbps downscaled version of ITU-
T G.729. The coder uses an algebraic codebook with two
pulses for every sub-frame of 40 samples. The two pulses
are positioned in two overlapping tracks with 16 and 32
positions resulting in an 11-bit codebook including the two
sign bits.
Results from a formal subjective ACR (Absolute Cate-

gory Rating) test in Swedish including 24 naive listeners
are given in Table 3. Modi�ed IRS �ltered speech material
was used and the listening was performed in handsets. Re-
sults for the reference coders G.726 (ADPCM) at 24 kbps
and G.729 at 8 kbps are also given.
The results show that the 6.4 kbps coder gives high qual-

ity for clean speech. The 6.4 kbps coder performs sig-
ni�cantly better than G.726 at 24 kbps and close to the
G.729 coder at 8 kbps. Therefore, the 6.4 kbps coder using
the very sparse algebraic codebook with phase modi�cation
gives high quality suitable for many lower bit-rate applica-
tions.
Background noise performance has been evaluated both

using DCR (Degradation Category Rating) tests and using
A-B comparison tests. The results indicate that the 6.4
kbps coder performs worse than G.726 at 24 kbps, but that
it has a performance close to G.729 at 8 kbps.

7 CONCLUSION

Many speech coding approaches use sparse codebooks. Such
codebooks are associated with artifacts when the bit rate

Table 3. Subjective ACR test results for the 6.4 kbps coder.

Condition MOS 95% CI
G.726, 24k (-16 dBov) 3.03 0.182
G.726, 24k (-26 dBov) 2.84 0.164
G.726, 24k (-36 dBov) 2.57 0.158
G.726, 24k (tandem) 2.35 0.164
6.4k coder (-16 dBov) 3.27 0.186
6.4k coder (-26 dBov) 3.40 0.186
6.4k coder (-36 dBov) 3.33 0.176
6.4k coder (tandem) 2.59 0.188
G.729, 8k (-26 dBov) 3.81 0.188

MNRU 6 dB 1.20 0.126
MNRU 12 dB 1.68 0.162
MNRU 18 dB 2.45 0.167
MNRU 24 dB 3.29 0.178
MNRU 30 dB 3.97 0.176
MNRU 36 dB 4.26 0.168

is decreased, and the sparseness increased. In this paper,
we have shown that it is possible to eliminate such artifacts
e�ectively using both post-processing and closed-loop pro-
cedures. The post-processing procedure is very e�ective as
demonstrated by listening test results. The closed-loop pro-
cedure performs somewhat better than the post-processing
procedure. The e�ectiveness of both procedures can be fur-
ther enhanced by making the operation adaptive. In gen-
eral, the new procedures signi�cantly increase the coding
performance of sparse codebooks at low bit rates.
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