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ABSTRACT
Stereophonic acoustic echo cancellation has been found more dif-
ficult than echo cancellation in mono due to a high correlation
between the two audio channels. Different methods to decorre-
late the channels have been proposed so that the stereophonic echo
canceller identifies the true echo paths and its convergence rate in-
creases. In this paper it is shown that the use of a perceptual audio
coder effectively reduces the correlation between the channels and
thus convergence to the true echo paths is insured. Furthermore,
in those frequency regions where the encoder introduced quan-
tization noise is below the global perceptual masking threshold,
an extra amount of inaudible noise can be added to the channels.
Thereby the channel correlation is further decreased and the so-
lution is stabilized. In subband audio coders with high frequency
resolution only minor modifications are needed in the decoder.

1. INTRODUCTION

Two emerging applications for stereophonic acoustic echo cancel-
lation are high quality videoconferencing and tele-gaming. In the
future, desktop based conference systems will also need stereo-
phonic acoustic echo cancellers (SAEC). These systems have dif-
ferent quality demands influencing the bandwidth and bitrates etc.

Stereophonic acoustic echo cancellation, however, has been found
far more complicated than its monophonic counterpart. This is due
to the fact that the two channels carry linearly related signals, [1],
which leads to convergence problems of the echo canceller. Due
to the linear relation between the channels there is, in theory, no
unique solution for the echo canceller to identify. Moreover, the
non-unique solutions that exist are all dependent on the echo paths
in thefar-end(remote) room, [1, 2, 3]. In real situations, however,
the solution to the problem is not truly singular only extremely
ill-conditioned due to uncorrelated microphone noise and infinite
impulse responses of the remote room’s echo paths, [4, 5]. The
convergence rate of the NLMS algorithm is highly dependent on
the condition number of the correlation matrix thus more sophis-
ticated algorithms must be used in stereophonic echo cancelling,
e.g. [2, 6, 7].

Despite using more sophisticated algorithms there are still prob-
lems with unstable estimates of the echo paths, [3]. In order to sta-
bilize the solution the correlation between the stereo channels has
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Figure 1: Audio coder and Stereophonic AEC. Only one
return part is shown.

to be reduced without introducing annoying distortion. A num-
ber of solutions to this problem has been suggested, see e.g. [1],
but rejected for different reasons. The most promising solution so
far is to distort the stereo channels non-linearly as proposed in [5]
where a half-wave rectified portion(α) of the signal is added to the
signal itself. This distortion does not destroy the stereophonic per-
ception but introduces a noise that most often is inaudible but may
be perceived depending on the level of introduced non-linearity,
[8].

The objectives for this paper is to study perceptualaudio coding
as another option to reduce the correlation between the channels.
A perceptual audio coder, depending on bitrate etc., introduces a
quantization noise that most often is below the hearing threshold.
The question is if this distortion is strong enough in order to make
the solution to the stereophonic acoustic echo canceller problem
“well-conditioned.”

2. PROBLEM FORMULATION

The circumstances under which convergence to the true echo paths
of an SAEC is achieved has been thoroughly analyzed in [5]. This
section summarize some of their results that are used in this pa-
per to formulate the problem and analyze the performance of the



SAEC.

Assume that the far-end microphone signals are given by, Fig. 1,

xi(n) = gi(n) ∗ s(n), i = 1, 2, (1)

wheres(n) is the source signal andgi(n), i = 1, 2 are the far-end
echo paths of lengthM . “∗” denotes convolution. The residual
echoe(n) after the EC is

e(n) = y(n) − ĥ
T

1,Lx1,L − ĥT2,Lx2,L (2)

y(n) = hT1,Nx1,N (n) + hT2,Nx2,N (n) (3)

hi,N = [hi,0 · · ·hi,N−1]T , (4)

xi,N (n) = [xi(n) · · ·xi(n−N + 1)]T . (5)

hi,N , i = 1, 2 are the true responses of lengthN of the near-end
room and̂hi,L, i = 1, 2 are the estimated responses of lengthL.

Minimization of the weighted least squares criterion

J(n) =

n∑
l=1

λn−l|e(n)|2, 0 < λ ≤ 1, (6)

results in solving the system of linear equations

Rxx(n)

[
ĥ1,L

ĥ2,L

]
= ryx(n), (7)

whereryx(n) is the estimated cross-correlation vector andRxx(n)
is the correlation matrix,

Rxx(n) = (8)
n∑
l=1

λn−l
[

x1,L(l)xT1,L(l) x2,L(l)xT1,L(l)
x1,L(l)xT2,L(l) x2,L(l)xT2,L(l)

]
.

The challenging problem with stereophonic echo cancelling all lies
in the condition number of this matrix. It is also shown in [5] that,

L ≥M ⇒ Rxx(n) is singular∀n,

L < M ⇒ Rxx(n) is ill-conditioned,

L ≥ N ⇒ misalignment,ε(n)→ 0, n→∞,

L < N ⇒ misalignment,ε(n) 6= 0, ∀n, (9)

where the misalignment isε(n) = ||h − ĥ||2/||h||2 and ĥ =

[ĥT1,L ĥT2,L]T , h = [hT1,L hT2,L]T . An ill-conditionedRxx(n)
increases the misalignment in (9). Thus there is a contradiction,
if L << M the solution of (7) is better conditioned, on the other
handL = N reduces misalignment, but practicallyL < M ≈ N .
The solution to this misalignment problem is therefore todecrease
the correlation between the stereo channels, thus reducing the con-
dition number ofRxx(n).

The eigenvalues of the correlation matrix can be lower bounded
by [1− |γ(f)|2], whereγ(f) is the coherence between the stereo
channels [5]. Ill-conditioning can therefore be monitored by the
coherence function which serves as a measure of achieved decorre-
lation. The next section explains how decorrelation can be achieved
by having a perceptual audio coder in the transmission path, Fig. 1.
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Figure 2: MPEG-1 Layer III encoder and decoder.

3. AUDIO CODING

The Moving Picture Experts Group (MPEG) has developed two of
the first international high-quality audio-visual coding standards,
known as MPEG-1 and MPEG-2. Both these standards include
high-quality stereophonic audio coders and MPEG-2 even includes
multi-channel audio coding. These features are needed in todays
and tomorrows interactive multi-media applications.

The MPEG-1 Layer III audio coder, the most advancedaudio coder
in MPEG-1, typically compresses stereophonic audio up to 12
times with insignificant audio quality loss. It is included in com-
munications standards as H.310 Broadband Audio-visual Com-
munications systems and H.323 Visual Telephone Systems and
Equipment for Local Area Networks. The Layer III coder is also
commonly used as a high-quality audio coder on the World Wide
Web.

The high compression ratio is possible by removing components
of the source signal that are perceptually irrelevant to the ear. In
Simultaneous masking, a large frequency component will mask
smaller ones in a nearby frequency band, whereas intemporal
masking, components just before or right after (in the time domain)
a large audio component are masked. Using this knowledge, the
audio-encoder dynamically estimates theglobal masking thresh-



old, that describe the just noticeable distortion as a function of
frequency and time segment [9], Fig. 3.

The actual audio encoder operates in parallel with the global mask
estimation algorithm. The audio source signal is decomposed into
32 critically downsampled bandpass signals by a filter bank. The
frequency resolution is increased by processing each bandpass sig-
nal with a Modified Discrete Cosine Transform (MDCT) in the
Layer III coder. Depending on the input signal, each bandpass sig-
nal is decomposed in either 6 or 18 MDCT components, where the
shorter window (generating 6 MDCT components) may be used
during transients in the audio source. After this decomposition the
MDCT components are scaled and quantized [10]. The main key
in perceptual coders is to select enough quantization levels in the
every subband, so that the introduced quantization noise level is
below the global masking threshold. Data redundancy is reduced
by Huffman coding the signal before transmitting it over the chan-
nel, Fig. 2. The decoder operates almost like an encoder in reverse,
as illustrated in Fig. 2.

When the channels are not identical, the quantization noise intro-
duced to the two channels are almost independent. As a result, the
correlation between the two channels is decreased.

Correlation between the two channels can be decreased even more
if independent noise is added to the channels. Due to large over-
head, every single DCT-band cannot be optimally quantized. In-
stead they are divided into five regions, with specific numbers
of quantization levels. Define quantization-noise to mask ratio
(QMR) as the difference between the level of quantization noise
and the level where distortion may become just audible in a given
MDCT band. Then it is possible to add non-perceivable noise in
those MDCT bands where QMR is positive. That is, for all MDCT
bands in the frequency region where the channel correlation need
to be reduced, perform

QMR(j) > 0 ⇒ X̃j
MDCT = Xj

MDCT + f(QMR(j)) · v

QMR(j) < 0 ⇒ X̃j
MDCT = Xj

MDCT

whereXj
MDCT is the MDCT component in bandj andf(·), given

by the global masking threshold, amplifies the noise component
v to be added, Fig. 3. A block implementing this channel decor-
relation is added to the decoder right before the Inverse MDCT,
Fig. 2. The global masking information is not available in the de-
coder, but because of the high frequency resolution of the MDCT,
a simplified global masking estimate can be calculated with low
complexity.

4. MEASUREMENT STUDIES

The influence audio coding has on the convergence of the SAEC
is exemplified by simulations. The far-end speech is recorded in a
room of size330×500×272 cm, having a reverberation time of
0.3 seconds. The two far-end microphones are positioned 60 cm
apart. Recordings were made using 48 kHz sampling rate.

To be able to access the misalignment of the estimated echo paths
we use synthetic near-end room responses. The lengths of these
responses areN = 4096 samples when the sample rate is 16
kHz and they have been estimated using data from a room of size
460×670×272 cm. Echo cancellation is performed using a sample
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Figure 3: Masking Threshold: The grey area is masked by
the tone.

rate of 16 kHz where the length of the filters areL = 2048 each.
No ambient near-end noise is added in the simulations.

As adaptive algorithm the two-channel FRLS, [11], is used, which
is in principle the same algorithm as in [2] without numerical stabi-
lization. The algorithm, [11], has been modified in order to remain
stable when speech is used as input. The MPEG-1 Layer III coder
used can be found in [12].

Results from four far-end cases, original recording, MPEG Layer
III encoded/decoded speech, MPEG Layer III encoded/decoded
with modified decoder, non-linearly modified far-end,α = 0.5,
are shown. The last case is shown as a reference since this tech-
nique has been proved effective, [5]. The MPEG coder is set to
produce a bitrate of 192 kbits/s at a compression ratio of 8:1.

Possible ill-conditioning of the correlation matrix is indicated by
the coherence function. Figure 4 shows the coherence between the
far-end channels of the four cases. It is clearly seen that introduc-
tion of a non-linearity as well as audio coding results in smaller
coherence, especially at higher frequencies. However, the coher-
ence is still fairly close to one in lower frequencies. By modifying
the decoding procedure according to Section 3 the coherence can
be made smaller also in the lower frequencies without noticeable
distortion, Fig. 4c.

Convergence of the FRLS algorithm is shown in Fig. 5. The con-
vergence is presented in Fig. 5c as the Echo Return Loss Enhance-
ment (ERLE) and in Fig. 5d as misalignment. In all cases the
algorithm achieve the same high ERLE. The misalignment is on
the other hand highly dependent on preprocessing of the far-end
speech.

5. CONCLUSIONS

A perceptual audio coder indeed improves the ability of an SAEC
algorithm to converge to the true solution. Further improvement of
the misalignment can be made by decoding the data utilizing the
QMR-margin that often exists after coding. Very good perceptual
quality is achieved while the complexity is maintained low since
only a few simple operations need to be added in the decoder.
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Figure 4: Coherence of four studied cases.
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