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ABSTRACT

This paper proposes instantaneous environment adap-
tation techniques for both additive noise and channel dis-
tortion based on the fast PMC (FPMC) and the MAP-CMS
methods. The instantaneous adaptation techniques enable
a recognizer to improve recognition on a single sentence that
is used for the adaptation in real-time. The key innovations
enabling the system to achieve the instantaneous adapta-
tion are: 1) a cepstral mean subtraction method based on
maximum a posteriori estimation (MAP-CMS), 2) real-time
implementation of the fast PMC [5] that we proposed pre-
viously, 3) utilization of multi-pass search, and 4) a new
combination method of MAP-CMS and FPMC to solve the
problem of both channel distortion and additive noise. Ex-
periment results showed that the proposed methods enabled
the system to perform recognition and adaptation simul-
taneously nearly in real-time and obtained good improve-
ments in performance.

1. INTRODUCTION

To realize practical speech recognition systems, high accu-
rate systems in a wide variety of noise environments are
required. On a telephone speech recognition, problems are
both additive noise like background noise and channel dis-
tortion caused by the di�erence in telephone line charac-
teristics. Especially for the telephone speech recognition,
the noise environment greatly di�ers according to circum-
stances. In order to solve this problem, we propose instan-
taneous environment adaptation techniques for both addi-
tive noise and channel distortion. Instantaneous adapta-
tion enables a recognizer to improve recognition on a single
sentence that is also used for the adaptation. The instanta-
neous adaptation must have the following three character-
istics:

1) Unsupervised adaptation is possible.
2) Improvement in performance must be attained with

short-time calibration data (e.g. single utterance).
3) Both recognition and adaptation are carried out si-

multaneously nearly in real-time.

It is well known that Cepstral Mean Subtraction (CMS) [2]
is one of the accurate methods of channel normalization.
Parallel Model Combination (PMC) [3] has been proposed
for additive noise. Both methods nearly satisfy the condi-
tions of 1) and 2). However, both methods are not suitable
for real-time implementation. To solve the problem, we pro-
pose a MAP-CMS algorithm and real-time implementation

of a fast PMC (FPMC). Furthermore, a new combination
method of MAP-CMS and FPMC is proposed.

The conventional CMS method is not suitable for in-
stantaneous adaptation because CMS can not be synchro-
nized with the recognition procedure. Rahim et al. pro-
posed a sequential CMS and sequential SBR methods to
facilitate real-time implementation[6]. However, there is a
tendency that useful speech information is removed during
the initial part of the utterance with these methods. We
propose MAP based CMS (MAP-CMS) in which the MAP
estimation complements the lack of training data during an
initial part of the utterance. We also propose some imple-
mentation of MAP-CMS.

Previously, we proposed a Fast PMC (FPMC) algorithm
[5] in which computational cost was saved with almost no
degradation of recognition performance. This method quite
di�ers to data-driven PMC (DPMC) [4] in which a way
to reduce the PMC computation amount was introduced.
In order to realize the instantaneous adaptation by using
FPMC, some implementation of FPMC based on a tree-
trellis based search [7] are proposed.

Furthermore, the new combination method of MAP-
CMS and FPMC is proposed to overcome adverse condi-
tions which include both channel distortion and additive
noise.

2. MAP-CMS FOR INSTANTANEOUS
ADAPTATION

In this section, we propose a MAP (Maximum a Posteri-
ori Estimation) based CMS method (MAP-CMS) to real-
ize frame-synchronous CMS. CMS on input parameter se-
quence represented in cepstral domain is calculated as

x̂n = xn + �d � � (1)

where xn is an observation vector at the n � th frame,
�d is the mean of training sample, � is the mean of ob-
servation and x̂n is the normalized vector. In the case of
frame-synchronous CMS, � cannot be estimated accurately
because of the lack of training sample just after a starting
of utterance. We employ MAP estimation to improve es-
timation accuracy of �. MAP estimation uses information
from an initial model as a priori knowledge to complement
the lack of training data. Assume the prior pdf is Gaussian
with mean �o and variance �2o. The MAP estimates of the
mean �MAP are given by[1]
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where m is the sample mean (m = (1=n)
Pn

k=1
Xk) and

also the Maximum Likelihood estimate, n is the number
of training samples observed for the corresponding Gaus-
san, and � indicates a relative balance between the prior
and training data. Here we employ Gaussian distribution
estimated from training data N(�d; �

2
d) as the prior. Sub-

stituting Eq.(2) for Eq.(1), x̂n is given by
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If the number of observation samples is very small (i.e.
n ' 0), then almost no transformation is carried out, and
when n is in�nite, this equation is equal to equation of con-
ventional CMS (i.e. Eq. (1)).

We propose three types of implementation of MAP-
CMS as follows:

forward MAP-CMS In a forward search of a tree-trellis
based decoder [7], MAP-CMS is carried out frame-
synchronously, and no output probability is recalcu-
lated in backward.

backward MAP-CMS In the forward search, cepstral
mean is calculated but MAP-CMS is not carried out.
In the backward search, subtraction is carried out by
using Eq. (3). In this method, the cepstral mean can
be estimated accurately because it is estimated from
the whole utterance.

forward-backward MAP-CMS MAP-CMS is carried out
in both forward and backward. The backward MAP-
CMS is expected to complement the estimation of
cepstral mean which may not be accurate in the ini-
tial part of the input utterance in the forward search.

In the cases of the backwardMAP-CMS and the forward-
backward MAP-CMS, output probabilities are di�erent be-
tween forward and backward search. Therefore, the A� con-
dition for the optimality is no longer satis�ed. However,
keeping enough N -best stack size is considered to save the
search error. It is just the same with a backward FPMC
which is described in Section 3.2.

3. REAL-TIME IMPLEMENTATION OF FAST
PMC

In this section, we describe our recent work on real-time im-
plementation of a fast PMC (Parallel Model Combination)
algorithm which we previously proposed[5].

3.1. Fast PMC

The basic PMC algorithm [3] generates the cepstrum-based
noise corrupted HMM from the noise HMM and the speech
HMM, each of which is separately modeled. In order to
realize a fast PMC (FPMC) noise adaptation, we make the
following assumptions: 1) The noise corrupted position of
each distribution can be determined from the di�erence be-
tween the close distributions and the composite distribution
before PMC by taking account of the area corruption. 2)

The noise corrupted area of each distribution can be de-
termined from the area ratio of the composite distribution
before and after PMC.

The image of the proposed method is shown in Fig. 1.
In the basic PMC, all distributions must perform the PMC-
processing, while the proposed method requires a single
PMC-processing per a composite distribution. The algo-
rithm of the FPMC is shown as follows:

1. Group close distributions (�m; �
2
m) and create a com-

posite distribution (�c; �
2
c ) per group:
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where w indicates weights and G indicates groups.

In this paper, the group is the state of HMM.
2. Calculate vectors of the di�erence between distribu-

tions (�m; �
2
m) in the group and the composite dis-

tribution (�c; �
2
c ) of the group.

3. Perform PMC-processing on the composite distribu-

tion [3].
4. Calculate the noise corrupted position and an area of

each distribution by the di�erence between each dis-

tribution and the composite distribution before PMC,

and the area ratio of the composite distribution be-

fore and after PMC, using the next equations:

�̂m;S+N = �̂c;S+N + (�m;S � �c;S) (�̂c;S+N=�c;S) (6)

�̂m;S+N = �m;S (�̂c;S+N=�c;S) (7)

while S+N indicates noisy speech and S indicates clean

speech and �; � before adaptation and �̂; �̂ after adap-

tation.
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Figure 1: Image of Fast PMC Processing

3.2. Instantaneous Adaptation Using FPMC

A computational cost can be saved drastically by using
FPMC algorithm. It can save around 2/3 of basic PMC
computation amount with almost no degradation of recog-
nition performance when right context models are used [5].



However, it takes several seconds to adapt models even by
using FPMC algorithm. To realize real-time recognition,
we propose following two types of implementation:

Forward FPMC In a forward search of the tree-trellis
based decoder [7], not all acoustic models but selected
models which are required in the linguistic search
are adapted by FPMC algorithm. In a backward
search, output probability is not recalculated. Using
this method, redundant computations can be avoided
without degradation of recognition performance, and
a backward search is very fast because of no output
probability calculation.

Backward FPMC In a forward search, acoustic models
are not adapted. In a backward search, models are
adapted by FPMC algorithm, and output probabil-
ities are recalculated by using adapted models. Be-
cause adaptation is carried out only in the backward
search, the recalculation cost of output probabilities
is small.

4. COMBINATION OF MAP-CMS AND FPMC

In this section, a new combination method of MAP-CMS
and FPMC is proposed to overcome adverse conditions which
include both additive noise and channel distortion.

It is di�cult to do both MAP-CMS and FPMC si-
multaneously in the forward search. Since a subtraction
amount varies frame by frame with MAP-CMS processing,
the FPMC processing must be done at every frame. In our
proposed method, MAP-CMS is carried out in the forward
search and both MAP-CMS and FPMC are carried out in
the backward search. Since only channel distortion is re-
moved in the forward search with this method, recognition
performance may drop in low SNR. Then a spectral sub-
traction method (SS) is adopted as a pre-processing. The
algorithm of the combination method is as follows:

1. Carry out SS before parameter calculation.

2. Normalize input parameters by using MAP-CMS in
the forward search.

3. Estimate parameters of noise HMM which consists
of single Gaussian pdf. Note that the parameters of
HMM must be normalized as follows:

�̂p = �p + �d � �MAP (8)

where �p is the mean of noise HMM, and �̂p is the
normalized mean.

4. Carry out MAP-CMS and FPMC in the backward
search.

5. RECOGNITION EXPERIMENTS

5.1. Experimental Conditions

The proposed methods were evaluated in Japanese sentence
recognition. Conditions are briey shown in the Table 1.
The tasks were 1,000 vocabulary size continuous speech
recognition uttered by 10 speakers. Acoustic models used
here were right context phone HMMs of 3-state 6-mixture.

The total number of HMMs is 262. Stack depth for the tree-
trellis based search was 35. Noise data of 1.0 second was
used for PMC adaptation. In the experiments of MAP-
CMS, channel distortion was arti�cially added by using
BPF (300 - 3,200Hz). In the experiments of FPMC, com-
puter room noise was arti�cially added to evaluation data.
Both channel distortion and additive noise were added in
the same way for the evaluation of the combined method.
The WS used here was HP/K260EG (SPECfp95 = 19.4).

Table 1: Experimental Conditions

Acoustic sampling rate: 8kHz, frame period: 10ms,
Analysis hamming window: 25.6ms

LPC-Mel-Cep(12 dimension) +
�Cep(12 dimension) + �power

Training ASJ+ATR speech data
Data 104 speakers, 20840 utterances
Evaluation CANON speech database
Data1 1,004 words, perplexity 30.2

10 speakers, 500 sentences

5.2. Results of MAP-CMS

Proposed three methods were compared with two types of
baseline methods. One is no adaptation as a lower limit
baseline experiment, the other is CMS using the whole of
each utterance as adaptation data for an upper limit base-
line. The recognition results for various � values are shown
in Fig. 2. The results of the comparison in recognition
time are shown in Fig 3. In every case of MAP-CMS, cal-
culation time for the forward search is much smaller than
average duration of input utterances (= 2:85sec). This
means real-time computation can be done in the forward
search. Di�erence in recognition rate between the forward-
backward MAP-CMS and upper limit baseline was 0.6 % at
� = 20:0. In this case, backward calculation time was 0.26
sec. Compared with the conventional CMS, 3/4 of the com-
putation was saved. In comparison among three methods,
the forward-backward method showed the best recognition
rate. The recognition performance of the backward method
is not good because correct candidate tends to be pruned
in the forward search. Note that the forward method shows
the best performance in recognition time because no output
probability is recalculated in the backward search.

5.3. Results of FPMC

Proposed two methods were compared with two types of
baseline methods. One is no adaptation as a lower limit,
the other is conventional PMC as an upper limit. The recog-
nition results are shown in Fig. 4. In comparison between
PMC and FPMC, the di�erence in recognition performance
was very small, even though FPMC was approximation of
PMC. The recognition time was 2.84sec (forward:2.79 sec +
backward:0.05 sec) by using the forward FPMC at SNR =
20dB. Then recognition can be carried out almost in real-
time by using the forward FPMC because the average du-
ration of input utterance is 2.85 sec. Since it takes 5.94 sec
for only adaptation by using the conventional PMC, it is
not suitable for real-time recognition. When the backward
FPMC was employed, time of the backward search was long
(0.97sec at SNR20dB) and recognition rate of the backward
FPMC was worse than that of the forward FPMC.



5.4. Results of the Combination Method

The following four types of methods were compared.

1) NONE No adaptation.

2) forward FPMC FPMC in the forward search.

3) SS+for-back MAP-CMS Forward-backward
MAP-CMS was carried out with spectral subtracted
parameters.

4) SS+for-back MAP-CMS+back FPMC Backward
FPMC was added to the above method.

The results are shown in Table 2. In the method 2), the
recognition rate was not good because only additive noise
were considered. Methods 3) and 4) indicated good re-
sults because both additive noise and channel distortion
were considered in these methods. The performance of 4)
was better than that of 3). This means the additional back-
ward FPMC is e�ective in spite of using spectral subtracted
parameters.

6. CONCLUSION

This paper proposed instantaneous environment adaptation
techniques for both channel distortion and additive noise
based on MAP-CMS and FPMC. The forward-backward
MAP-CMS could save 3/4 of the recognition time with al-
most no degradation of recognition performance. The for-
ward FPMC also saved the recognition time and the recog-
nition can be carried out almost in real-time. Furthermore
the combination method of MAP-CMS and FPMC was pro-
posed. As results of the evaluation experiments, the e�ect
of the combination method was proved.
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Table 2: Recognition Results of Combination Methods (%)

Methods/SNR 10 15 20 30

1) NONE 0.6 8.4 29.4 58.8
2) forward FPMC 8.6 18.4 34.6 58.4
3) SS+for-back MAP-CMS 16.6 37.8 56.2 71.8
4) SS+for-back MAP-CMS 21.4 41.2 60.8 72.6
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Figure 2: Recognition Results of MAP-CMS
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Figure 3: Recognition Time of MAP-CMS(� = 20:0)
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Figure 4: Recognition Results of FPMC


