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ABSTRACT

In this paper, a new generation and an information con-
struction methods for a modulated orthogonal sequence are
suggested: the sequence is generated by only integer sums
and modular techniques. The autocorrelation and cross-
correlation characteristics of the sequence are investigated
via a new procedure. A modi�ed sequence also having the
orthogonality and satisfying the mathematical lower bound
of the cross-correlation is proposed, and the symbol error
probability of the sequence is investigated.

1. INTRODUCTION

For direct sequence code division multiple access (DS/CDMA)
systems, some sequences are suggested: among the exam-
ples are them�sequences or Gold's sequences [1]-[6]. These
sequences, however, have some co-channel interference. The
co-channel interference in these systems lowers to some de-
gree the performance of the systems. For example, the vari-
ance of inter-user interference is K�1

3N , where K is the num-
ber of users and N is the spreading ratio [7].

In [8], an orthogonal sequence is proposed. When the
period is N , the autocorrelation function of the sequence is
0 except for every Nth term. Therefore, systems using this
sequence do not su�er from inter-user interference. This
sequence, however, has some disadvantages. One is that
it is highly time-consuming to generate the sequence and
to reconstruct the information symbols. As an example
of the generation complexity, consider a DS/CDMA sys-
tem, where length 1024 sequences are used. To generate
sequences of this length, we need 37 � 37 discrete Fourier
transform (DFT) matrix for every 37 information symbols.
(Here 37 is the smallest prime number whose square is
greater than or equal to 1024.) Another is that, since length
N2 sequences are generated from N information symbols,
receivers have to wait N2 time units to get N informa-
tions. Still another disadvantage of the sequence is that

one dummy symbol has to be included for the sequence
generation.

In this paper, we suggest an information reconstruc-
tion method of the sequence proposed in [8]. We then sug-
gest a modi�ed orthogonal sequence and analyze the system
performance with the modi�ed sequence under nonselective
fading environment. In Section 2, we brie
y introduce an
orthogonal sequence which is suggested in [8]. Methods of
information reconstruction are described in Section 3. In
Section 4, a modi�ed sequence which overcomes the disad-
vantages of the sequence in [8] is suggested. System perfor-
mance with the modi�ed sequence is investigated in Section
5.

2. AN ORTHOGONAL SEQUENCE

De�nition 1. Let us de�ne the N �N DFT matrix as

FN =
1p
N

�
W�ij

N

�
and FN;m =

1p
N

�
W�ijm

N

�
; (1)

where i; j = 0; 1; :::;N � 1, m is an integer, and WN =
exp

�
2�
p�1=N

�
.

De�nition 2. The diagonalized matrix D(fxlg) of a se-
quence xl, l = 0; 1; :::;H, is de�ned as

D(fxlg) = diag fxlg : (2)

De�nition 3. Let the quotient and residual functions Q
and R be de�ned as

Q(�;�) = q; R(�;�) = r; (3)

where � = q� + r, 0 � r < �, and q � 0.
Let bi; i = 0; 1; 2; :::;N � 1, be the information symbols

and sl; l = 0; 1; 2; :::;N2 � 1, be the code symbols, where N
is the length of the information symbols. Without loss of
generality, we assume that jslj2 = 1.



Information symbols are divided into N blocks, diag-
onalized, and multiplied by a DFT matrix. Then the N2

elements of the output matrix G = [gpq] constitute orthog-
onal sequences sl, l = 0,1,::: N2 � 1 [8]. These procedures
can be expressed as

G = F�1N;mD(fbig); (4)

and

spN+q = gpq ; p; q = 0; 1; 2; :::;N � 1: (5)

When N is a prime number, we can generate N � 1 or-
thogonal sequences: that is, N � 1 users can use the same
channel simultaneously in CDMA systems. The method of
generating the sequences, however, is too time-consuming
and complex, since N �N complex matrix multiplications
are required for every N information symbols. Since user
capacity increases as N , it is desirable to use large values
of N : the complexity, however, increases as N2. In addi-
tion, it is desirable that one information symbol generates
N code symbols individually, as opposed to the method in
(4), where N information symbols collectively generate N2

code symbols.

3. RECONSTRUCTION OF INFORMATION

3.1. Conventional method

A procedure of information reconstruction is as follows [8].
Let us assume the received sequences for multiple access
are

frlg =
(

KX
k=1

s
(k)
l

)
; (6)

where K is the number of users and s
(k)
l is the (l+ 1)th

symbol of the kth user. Then the received symbols frlg
will pass through the matched �lter with coe�cients

pl = W
�lqlrm(k)
N ; 0 � l � N2 � 1; (7)

where m (k) is the index of the kth user, and lq = Q(l; N)
and lr = R(l; N). The matched �lter output is therefore
[9]

yl =

N2
�1X

i=0

ripR(i+l;N2)

=

�
N
PN�1

i=0

PK

k=1 b
(k)
i W

�lqim(k)
N if lr = 0,

0 otherwise,
(8)

where b
(k)
i is the (i+ 1)th information symbol of the kth

user.
Let us now de�ne the matched �lter output matrix as

[9]

Y =

2
664

y0 y1 : : : yN�1
yN yN+1 : : : y2N�1
...

...
. . .

...
y(N�1)N y(N�1)N+1 : : : yN2

�1

3
775 : (9)

Then the FFT processor outputs are given by

R = F�1N;m(k)Y; (10)

and the column vector Tk made of the �rst column of R is

Tk = N2

"
KX
i=0

b
(i)
0 b

(k)
1 b

(k)
2 � � � b(k)N�1

#T
: (11)

As we can see in (11), information symbols of the kth
user are reconstructed without inter-user interference ex-
cept for the �rst information symbol.

3.2. A new method

The procedure described in 3.1 is too complex and needs
N �N complex matrix multiplications. Here, based on the
new generation method in [9], we suggest a simpler method
to reconstruct information symbols. The (p+ 1)th element
tp of Tk is

tp =

N�1X
q=0

W
pqm(k)
N yqN

=

N2
�1X

l=0

rl

N�1X
q=0

W
f(l;q)
N ; (12)

where f(l; q) =
�
pq �Q(R(l + qN;N2);N) R(R(l + qN;

N2);N)
�
m (k).

We calculate the exponent of WN in (12). Since

R(l + qN;N2) =

8><
>:

l+ qN
if 0 � l+ qN � N2 � 1,

l+ qN �N2

if N2 � l + qN � 2N2 �N � 1,

(13)

Q(R(l + qN;N2);N) =

8><
>:

lq + q
if 0 � l+ qN � N2 � 1,
lq + q �N
if N2 � l+ qN � 2N2 �N � 1,

and

R(R(l + qN;N2);N) = lr ; (14)

the exponent term of WN in (12) is

f(l; q) =

8><
>:

(pq � lqlr � qlr)m (k)
if 0 � l + qN � N2 � 1

(pq � lqlr � qlr +Nlr)m (k)
if N2 � l + qN � 2N2 �N � 1

:(15)

Substituting (15) into (12), we have

tp =

N2
�1X

l=0

rl

N�1X
q=0

W
(pq�lqlr�qlr)m(k)
N

= N

N�1X
l=0

rlN+pW
�lpm(k)
N : (16)



or

b(k)p = N

N�1X
l=0

rlN+pW
�lpm(k)
N : (17)

That is, we can reconstruct the information symbols more
easily by using (17).

4. A MODIFIED SEQUENCE

The orthogonal sequence considered in Section 2 has two
disadvantages. One is, as we can see in (11), that the �rst
information symbol cannot be reconstructed correctly. The
other is that, since N information symbols collectively make
a length N2 sequence, we have to wait N2 time units to get
N information symbols. This also means that we have to
have N2 bu�ers. It is thus desirable to get one information
symbol each from a length N subsequence of the length N2

sequence.

The sequence we suggest is

s
(k)
l = b(k)W

lm(k)
N ; k; l = 0; 1; 2; :::;N � 1; (18)

where b(k) represents an information symbol of the (k+1)th
user. As stated previously, if N is a prime number, then we
can generate N � 1 di�erent sequences by using di�erent
m(k)'s. Then the received symbols for multiple access is

rl =

K�1X
k=0

b(k)W
lm(k)
N : (19)

To reconstruct the information symbol of the (i+ 1)th user,
we use

t =

N�1X
l=0

rlW
�lm(i)
N

= Nb(i): (20)

As we can see in (20), we get one information symbol
each from N sequential symbols without any inter-user in-
terference. The autocorrelation and cross-correlation of the
modi�ed sequence are easily derived [9] as

AR =
1p
N

[1 0 0 � � � 0]T (21)

and

Rc =
1p
N
b(x)b(y)

N�1X
l=0

� (l +m(x)�m(y)) ; (22)

where b(x) and b(y) represent the xth and yth user infor-
mation symbols, respectively. We can see the modi�ed se-
quence has orthogonality and satis�es the cross-correlation
bound from (21) and (22).

5. PERFORMANCE ANALYSIS

The transmitted symbols by (18) are

s
(k)
l = b(k)W

lm(k)
N ; l = 0; 1; :::;N � 1; (23)

and the transmitted signals are

s
(k)
l (t) = Re

h
A exp

n
j
�
2�fct+ �

(k)
l

�oi
;

(l � 1) Tc � t < lTc; (24)

where A =
q

2E
Tc
, E is the energy of the transmitted sig-

nal, Tc is the time interval for one transmitted signal, fc is

the carrier frequency, and �
(k)
l is the phase containing the

information.
We assume synchronization and nonselective fading chan-

nel with additive white Gaussian noise of variance �2 =
No=2 .

Then the received signals are

rl (t) =

K�1X
k=0

�(k)s
(k)
l (t) + nl (t) ; (25)

where �(k) is a Rayleigh random variable of fading and nl(t)
is zero mean Gaussian noise with variance �2 = No=2. The
real part of the received signal is obtained as

rrl =

Z lTc

(l�1)Tc

(
K�1X
k=0

�(k)s
(k)
l (t) + nl (t)

)
A cos (2�fct) dt

= E

K�1X
k=0

�(k) cos �(k)l + nrl ; (26)

where

nrl = A

Z lTc

(l�1)Tc

nl (t) cos (2�fct) dt: (27)

Similarly, the imaginary part is

ril = E

K�1X
k=0

�(k) cos�(k)l + nil ; (28)

where nil = �AR lTc
(l�1)Tc

nl (t) sin (2�fct)dt:

Then the complex received symbol is

rl = rrl + jril

= E

K�1X
k=0

�(k)s
(k)
l + nl; (29)

where nl = nrl + jnil.
Now the despreaded symbol for the �rst user is

t =

N�1X
l=0

rlW
�lm(0)
N

= NE�(0)b(0) + n; (30)

where n =
PN�1

l=0 nlW
�lm(0)
N is a complex Gaussian random

variable with variance N�2.
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Figure 1: The bit error probabilities of conventional and
suggested sequences: Parameters are N = 511, K =
30; 60; 90, and M = 2.
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Figure 2: The symbol error probabilities of the suggested
sequences: Parameters are N = 511, K = 510, and M =
2; 4; 8. Analysis and simulation results are shown.

From (30), we can obtain the symbol error probability
of the suggested sequence. Since the only restriction on
information symbols is that they should have the same am-
plitude, we can assume they are equally spaced on the unit
circle in the complex plane. When SNR per bit �
b >> 1,
the symbol error probability is well approximated as [10]

PM � M � 1

M log2M sin2(�=M)2 �
b
: (31)

To compare the performance between the conventional
and suggested sequences, we show the bit error probabilities
in Figure 1: the parameters are N = 511, K = 30; 60; 90,
andM = 2. Both analysis and simulation results of the sug-
gested sequence are shown. We can clearly see that the bit
error probabilities of the suggested sequence are not a�ected
by the number K of users. Since (31) is an approximation
more useful at high SNR, we see more di�erence between
the analysis and simulation results at lower SNR.

In Figure 2, analysis and simulation results of the sug-

gested sequence are shown when N = 511, K = 510, and
M = 2; 4; 8. It is easily seen that the system performance
is stable even when the number of users is large.

6. CONCLUDING REMARK

We have suggested simpler method of reconstructing infor-
mation symbols for an orthogonal sequence. A modi�ed
sequence is also suggested. The sequence inherently rejects
interference and can be easily implemented. Symbol er-
ror probabilities from the analysis and simulation results
are shown. The performance of the suggested sequence is
shown to be not a�ected by the number of users.
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