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ABSTRACT

For quickest detection of a permanent change in distri-
bution of otherwise iid observations, Page's test pro-
vides the optimal processor. Page's test has also been
applied to the detection of transient (i.e. temporary)
changes in distribution; it is easy to implement and
has reliable performance, but as applied to the tran-
sient problem its optimality is questionable.

In this paper we o�er an alternative to the Page pro-
cedure which we call the iterated generalized sequential
probability ratio test, or IGSPRT. While Page's test is
itself an IGSPRT, its form and performance are con-
strained by its reliance on constant thresholds and bi-
ases. We demonstrate that with these time-varying,
markedly increased detection probabilities are possi-
ble. The IGSPRT is easiest to understand and mo-
tivate in the Gaussian shift-in-mean problem, and we
discuss this in detail; but since that problem is of lim-
ited practical interest, we also examine the e�ect of the
IGSPRT in a more realistic situation.

1. INTRODUCTION

The quickest detection of a change in distribution is
an old but important problem. As an abstraction, we
write

Xn �
�

dFH(�) n < n0
dFK(�) n0 � n

(1)

in which fXng is an independent observation sequence,
n0 is a possible and unknown change time, and where
FH and FK are the distributions respectively before
and after the change. As an example, we may consider
n0 as representing the onset of a machine's failure, and
Xn the number of defective parts produced by it in
the nth epoch. Naturally, it is possible that no failure
occurs; but if one does, it is reasonable to wish to be
informed as quickly as possible, and further that the
interval between false failure declarations be large.
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The Page (or cusum) procedure [1, 2], which is op-
timal in this application [3] forms

Sn = maxf0; Sn�1 + g(Xn)g (2)

and continually tests this against a threshold h. Ideally
g(x) = log(fK(x)=fH (x)), but as long as

EH (g(x)) < 0 < EK(g(x)) (3)

the scheme works. However, the value of the biasing
necessary to achieve this latter is an important deter-
minant of performance.

In the case of a transient signal, otherwise known
as a temporary change in distribution, the counterpart
to (1) is

Xn �
�

dFH(�) n < ns and n � ns + nd
dFK(�) ns � n < ns + nd

(4)
Ideally one would prefer to test for such a change di-
rectly; that is, to treat this as a hypothesis-testing
problem. However, since the times ns and ne are not
known, the situation is \composite", and in general no
uniformly most powerful procedure exists. As such, a
generalized likelihood ratio test is often the method of
choice, and it can be shown { it is not immediately ob-
vious, perhaps { that the Page procedure provides it.
An example of its application is shown in �gure 1.

From this �gure it would appear that the Page pro-
cedure works very well. However, in the next section
we demonstrate that in the absence of information as to
the transient signal's duration direct application of the
Page procedure is a poor idea. We then show a new
(and novel) scheme which su�ers no such drawback,
and should, in our opinion, be the method of choice
for transient signals. Our discussion to this point will
be informed by the Gaussian shift-in-mean example; in
the following section we apply our scheme to a situa-
tion of greater relevance. Results are from an analytic
method which is an extension of that found in [4], and
are con�rmed by simulation.



2. CONSTANT DETECTABILITY TRANSIENT
SIGNALS

It is not unnatural that the longer the transient signal,
the better the performance of Page's test. However, it
must be noted that the update rule g(�) is in general
\tuned" to a particular transient type, more speci�-
cally to a particular transient strength. While in �xed-
length detection this is usually not a problem, since a
procedure which works well for a low-SNR signal usu-
ally works even better for a high-SNR one, in the Page
procedure this nice intuition is roiled by the fact that
g(�) includes some implicit biasing to make certain that
(3) is true.

We argue here that simply to be able to detect tran-
sients of a particular strength, and of length at least nd,
is not a useful goal. Some transient signals are short-
and-loud, while some are long-and-quiet. With this in
mind, we propose the following

Goal: A useful scheme ought to be able to detect any
transient signal whose �xed-length detectability
{ that is, probability of detection in a simple hy-
pothesis test in which start-point, end-point, and
parameters are known { exceeds a given value.

We shall observe that this goal is left unsatis�ed by
Page's test.

By way of motivation and explanation, let us con-
sider the very standard problem of (4) with

dFH(x) =
1p
2�

e�x
2=2

dFK(x) =
1p
2�

e�(x��)
2=2 (5)

for which the log likelihood ratio is

g(x) = �x� �2=2

(Notice that the optimal bias ��2=2 is already \built-
in" to this update.) In this simple situation constant
�xed-length detectability can be assured by specifying
that

� =
Sp

transient length

meaning that the signal-to-noise ratio must remain con-
stant regardless of the transient signal's length.

We �nd from �gure 2 that, as indicated above, Page's
test does not provide constant detectability. The Page
test designed for a short-and-loud transient (denoted
L = 1; 2 or 3) is best for such a transient; but is very
poor at detecting transients of length greater than 10.
Similarly, a Page scheme designed for long-and-quiet
transients (denoted L = 100) is very poor when the

length is less than 5. The reason for this anomalous
behavior is revealed in �gure 3, showing the design bi-
ases (�2=2) and thresholds versus transient length. A
short-and-loud transient is best served by a large neg-
ative bias and a low threshold, and is ill-served by the
small bias and high threshold tuned to long-and-quiet
transients; and vice-versa.

Insight is gained by considering Page's procedure
as a sequence of sequential tests having thresholds zero
and h. Each \reset-to-zero" of the cusum corresponds
to a previous signal-absent decision, and testing begins
anew. Via Wald's approximations [2] we have for a
sequential test the lower and upper thresholds

�l = log([1� �]=[1� �])

�u = log(�=�) (6)

in terms of the detection and false-alarm probabilities
� and � (with � > � both small we have �l � 0).
This amounts, in the case of the Gaussian shift-in-mean
problem, to

�l $
Pn

i=1 log (dFK(xi)=dFH(xi)) $ �u

�l $ �
Pn

i=1Xi � n�2=2 $ �u

in which $ denotes a threshold test. In our case the
signal strength is not �xed: hence we write � = �n =
S=
p
n. Thus the test becomes:

�l=�n $ Pn
i=1Xi � n�n=2 $ �u=�n

0 $ Pn
i=1Xi � n�n=2� �l=�n $ (�u � �l)=�n

After substitution, we get the GSPRT (generalized in
the sense of time-varying thresholds):

0 $ Pn
i=1(Xi � bi) $ hn (7)

for which

bi = (S=2 + �l=S)
�p

i �pi� 1
�

hi = (�h � �l)

p
i

S
(8)

are the time-varying biases and thresholds.
Motivated by this, and by the interpretation of the

Page test as a sequence of SPRTs, we thus propose
the iterated generalized SPRT, or IGSPRT. We do not
claim that it is optimal, and in fact doubt that a feasi-
ble optimal one exists. Nevertheless, from �gure 4 it is
clear that the IGSPRT's performance is very good. We
also o�er with �gure 5, in which the biases and thresh-
olds of the IGSPRT are compared to those which would
be optimal were the exact transient length known {
that is, comparing the IGSPRT with a clairvoyant de-
tector. While not identical, it is clear that the same
pattern is followed in each case.



3. THE POWER-LAW STATISTIC

Nuttall has recently shown [5] that a statistic

Tn =
n�1X
k=0

jXn(k)j2p (9)

in which fXn(k)gn�1k=0 denotes the DFT of the nth block
of data, works well (and is a reasonable approximation
of optimal) at detecting signals of \unknown location,
structure, extent, and strength". Useful values of p
appear to be in the range 1:5 � p � 3. The basic
assumption is that jXn(k)j2 is either unit exponential
(if it does not contain a signal) or exponential with
mean (1 + SNR) (if it does).

A Page detector based on Nuttall's statistic has al-
ready been proposed, and is analyzed in [6]. Here, we
apply the IGSPRT scheme. We �rst note from �gure 6
that the same problem { mismatch { arises here as it
did in the simple Gaussian shift-in-mean case. IGSPRT
biases and thresholds necessary to maintain �T = 5�106
are plotted in �gure 7. The results are shown in �g-
ure 8, which should be compared to 4 for the Gaussian
case.

4. SUMMARY

In this paper we have argued that the Page procedure
as applied to detection of transient signals is wanting,
in that it must be \tuned" either to detect short-and-
loud or long-and-quiet transients. If there is mismatch,
then there is a signi�cant chance that a detection may
be missed. We have proposed a scheme { the iter-
ated generalized sequential probability ratio test, or
IGSPRT { whose biases and thresholds respectively
decrease and increase as each test proceeds. Its per-
formance appears to be good.

The IGSPRT was derived in the Gaussian shift-in-
mean case, where this time-varying behavior arose nat-
urally. In more general (and more practically-interesting)
situations, such as that using a power-law pre-processor,
the choice is guided but ad-hoc. Nevertheless, the per-
formance remains good.
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Figure 1: From samples 51 to 120 the data (U ) is
Gaussian with variance 25 and mean � = 1; otherwise it
is Gaussian with the same variance and mean � = �1.
Here Page's update uses the log-likelihood ratio.
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Figure 2: Detectability of Gaussian shift-in mean tran-
sients using Page procedures designed for various tran-
sient lengths L. The mean � varies inversely with the
square root of the transient's length, as described in
(2). In all cases, the average time between false alarms
is �T = 5� 106.
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Figure 3: The optimal thresholds used in the previous
�gure. The bias and update for a designed transient of
length L { those shown in �gure 2 { can be read from
this.
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Figure 4: Performance of iterated generalized SPRT
(IGSPRT) in Gaussian shift-in-mean transient prob-
lem. The performance of the Page test optimized for
transient length L = 8 is repeated from �gure 2 for
comparison only
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Figure 5: Comparison of thresholds used in IGSPRT
to those of the Page procedure tailored to each tran-
sient length.
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Figure 6: Power law statistic as applied with various
bias factors. Here N = 128 (the FFT size), p = 1:5,
m = 5 (5 signal-containing bins), and SNR = 40. The
same problem as for the Gaussian case arises here.
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Figure 7: The thresholds and biases used by the opti-
mal Page procedures tuned for each value of transient
length for the power-law processor. Multiples of these
will also be used by the IGSPRT.
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Figure 8: The performance of the IGSPRT, using as
ad-hoc biases and thresholds those used by the Page
tests tuned for each transient length.


