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ABSTRACT

This paper presents a novel technique for the tracking and
extraction of features from lips for the purpose of speaker
identification. In noisy or other adverse conditions, identi-
fication performance via the speech signal can significantly
reduce, hence additional information which can complement
the speech signal is of particular interest. In our system,
syntactic information is derived from chromatic information
in the lip region. A model of the lip contour is formed di-
rectly from the syntactic information, with no minimization
procedure required to refine estimates. Colour features are
then extracted from the lips via profiles taken around the
lip contour. Further improvement in lip features is obtained
via linear discriminant analysis (LDA). Speaker models are
built from the lip features based on the Gaussian Mixture
Model (GMM). Identification experiments are performed on
the M2VTS database [1], with encouraging results.

1. INTRODUCTION

There is an increasing requirement for robust and reliable
person authentication systems in areas of high security or
secure access. The majority of current techniques for person
authentication focus on either static facial information [2]
or speaker recognition via the speech signal [3]. Whilst
in clean conditions, the speech signal has proved to be a
valuable source of speaker dependent information, problems
occur in noisy or channel mis-match conditions.

Whilst lip information presents predominantly speech
dependent information, valuable speaker dependent infor-
mation is also contained within the static and dynamic fea-
tures of the lips [4]. Current work aims at developing a
person authentication system using lip information alone.

Lip tracking has attracted a lot of recent interest, due to
the complementary nature of its information to the speech
signal. The task however is very difficult, particularly where
systems must cope with the facial movement or poor light-
ing conditions. Gradient based techniques for edge detec-
tion of lips are often not successful due to the poor con-
trast of lips to the surrounding skin region. Successful lip
tracking via intensity information has been presented us-
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ing active shape models [5], however this technique requires
a priort knowledge of the lip shape via manual labelling.

Recent work [6] has used B-splines to track the outer lip
contour using chromatic information around the lips. Other
similar techniques [7] also use colour information to build
a parametric deformable model for the lip contour. These
techniques require optimization or iterative techniques to
refine estimates of the contour model to the lips.

We present a new technique for the tracking and extrac-
tion of lip information for the purpose of speaker identifi-
cation. The tracking scheme extracts syntactic information
from the lip region. A lip contour model is derived directly
from the syntactic information, with no minimization pro-
cedure required to refine estimates. A chromatic lip model
is then built from profiles taken around the lip contour.

Classification of lip information for speaker identifica-
tion is achieved using the Gaussian Mixture Model (GMM).
Identification experiments are performed on the M2VTS
database [1], with encouraging results.

2. LIP LOCALISATION

In order to obtain lip information, a region of interest (ROI)
for the lips must be obtained from each facial image. We
present a scheme for locating lips based on the use of chro-
matic information.

2.1. Segmentation of Facial Skin Area

Previous work [8] has shown that lip shape can be approx-
imated by locating those pixels which conform with:
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where R and G are the red and green colour components
respectively. L, and Uy, are dependent on the particular
lighting used over the range of facial images. As many other
facial regions exhibit this same property, such as pixels lying
around the nostrils and eyes, we cannot simply locate the
lips from the complete facial image using this technique.
We can make a very general assumption that lips will
be located in the lower portion of the facial skin region.
Each image in the M2VTS database, also contained a fair
amount of information outside of the facial skin region such



(c) "Lip—pixel" Candidates

Figure 1: Location of Lips in Facial Image

as hair, neck and shoulders, hence processing was first re-
quired to extract just the facial skin region. We chose to
use an adaption of the L, and U, parameters to seg-
ment the facial skin region from the surrounding data. We
found suitable limits to be L;;,, = 1.2 and Uj;h, = 1.45 for
the database used.

Following facial segmentation, spurious pixels in the
background were removed via morphological opening. The
results of this process are shown in Figure 1(b).

2.2. Extraction of Lip Area

Once the facial skin had been segmented from the rest of the
image, the lip search was restricted to the lower half of the
facial area. We used the same technique to locate lip pixels,
this time with limits set to L;;,, = 1.7 and Uj;,, = 2.0. The
outcome of this process is shown in Figure 1(c).

The final stage of the process was to pass a sampling
window over the evaluation area of Figure 1(c) in coarse
jumps. The window position with the highest number of
points contained with the sampling box was chosen to be
the lip position. A final larger window, centred around the
sampling window, was chosen as the final ROI for the lips,
as shown in Figure 1(d).

3. LIP TRACKING

This section describes a new procedure for the antomatic
extraction of lip information for tracking. We define an
automatic lip tracking system as one where no prior manual
labelling from a training set is required, in order to gain lip
information.

3.1. Extraction of Lip Shape

It is assumed that a ROI for the lips has already been iden-
tified, as outlined in Section 2. Once again we used the
same approach for the extraction of lip pixels as outlined in
Equation 1. This approach assumes that the ratio of red to
green colour component pixels are somewhat constant over
the lip area. On this occasion we applied slightly broader
limits in order to detect as much of the lip shape as possi-
ble, and to cater for variations in skin colour over a range

of subjects. Suitable limits were found to be Ly, = 1.5
and Ui = 2.2. The outcome of applying this process to
the lip image in Figure 1(d), is shown in Figure 2(a).

In order to have a simplified description of the lip shape,
we need to extract the basic structure from the clutter of
points of Figure 2(a). This was achieved by applying three
main steps: 1. Clean image of spurious “stand-alone” pix-
els, 2. Morphologically open the image, 3. Morphologically
close the image. By morphologically opening the image, we
remove any spurious clusters of points not removed by the
initial cleaning stage, whilst the closing process fills in any
small gaps within the lip shape. The results of these steps
are shown in Figure 2(b).

Due to the frequently poor visibility around the inner
contour of the mouth, it was decided to simply locate the
outer lip contour, and ignore the inner. To allow an edge-
detection algorithm to only locate points on the outer lip
contour, it was necessary to fill in any gap left in the pro-
cessed image by the oral cavity. This gap was filled by
placing a small box at centroid of all the points and filling
any remaining gaps via morphological closure. The result-

ing image is shown in Figure 2(c).
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Figure 2: Extraction of Lip Shape

3.2. Modelling of Outer Lip Contour

Once the lip shape structure has been formed, we wish to
extract the outer edge information only. A standard edge-
detection algorithm was applied to the structure of Fig-
ure 2(c) to locate the outer edge. This resulted in the set
of points shown in Figure 3(a).

To further simplify the description of the outer lip con-
tour, a model was devised consisting of two polynomials. It
was found that points on the upper lip could be adequately
represented by a 4th order polynomial of the form:

4 3 2
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whilst points on the lower lip could be represented by a 2nd
order polynomial of the form:

Ylower = arQJJZ + a1z + ao (3)

In each case the polynomials were fitted to the data using a
least-squares approximation algorithm. The resulting data-
fit is outlined in Figure 3(b).

An example of the tracking performance of the system
is shown over a number of frames in Figure 4. It can be
seen that the polynomial model can cater for a wide range
of lip poses, providing a good representation of the outer
lip contour.
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Figure 3: Lip Polynomial Model
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Figure 4: Lip Tracking Performance

4. LIP FEATURE EXTRACTION

We can extract two main sources of information from the
lips being shape information and colour information in the
surrounding lip areas. Previous work [4], has shown that the
majority of speaker dependent information comes from lip
intensity information, rather than lip shape. As the shape
information we have is limited to the outer lip contour, we
decided to base our lip features on colour information only.

4.1. Extraction of Colour Information

To derive colour information from the lips in a consistent
manner, we chose to take profiles along normals to points
placed around the outer lip contour. The profiles were cho-
sen to be of sufficient length so as to cover areas inside
the oral cavity and in the skin surrounding the lips. This
process is outlined in Figure 5.

4.2. Formulation of Colour Feature Vectors

For each point along each profile vector, the red, green and
blue colour-component values were stored. All colour val-
ues for all profile vectors were then concatenated to form
one grand profile vector (GPV) for the image. This step as-
sumes a certain amount of correlation between the colours
in each profile vector.

We extracted lower dimensional feature vectors using
Principle Component Analysis (PCA) [5] over a set of GPV’s

Figure 5: Colour Profile Vectors

from a representative training set covering all speakers. This
is performed by finding the eigenvectors corresponding to
the largest eigenvalues of the covariance matrix from the
training set. Thus if our initial GPV’s are of order n, and
we require our new feature vectors to be of order ¢, then we
evaluate:

Xnew = PT(Xold - Xold) (4)

where X,;4 is the mean GPV from the training set, and
P is an n X t matrix whose ¢t columns are the eigenvectors
corresponding to the largest ¢ eigenvalues.

4.3. Improving Speaker Discrimination in Features

Rather than just letting the classifier determine which fea-
tures were most speaker dependent, we investigated the use
of further processing prior to classification to assist in this
task. To do this, we employed Linear Discriminant Anal-
ysis (LDA) [9]. In LDA we determine a linear mapping
function, so as to minimise the intraclass dispersion whilst
maximising the interclass distance.

LDA uses two main information sources being the within-
class scatter matriz and the between-class scatter matriz.
The within-class scatter matrix S,,, describes the scatter of
samples about their own class mean, and is evaluated by:
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where ¥, is the covariance matrix for class ¢, and N, is
the number of classes. On the other hand, the between-
class scatter matrix S;, describes the scatter of class means
about the expected vector of the overall distribution, being
evaluated by:

Sy = NLC Z:(Mi — Mo)(M; — Mo)" (6)

where M; is the expected vector for each class and M)y is
the expected vector of the overall distribution.

It has been proven [9] that the mapping to optimally
represent each class, whilst maximising the interclass dis-
tance, can be found as the N, —1 eigenvectors corresponding
to the N, — 1 greatest eigenvalues of the matrix:

St S (7)

In this way lip features are extracted which are most
speaker dependent, thus maximizing the resulting discrim-
ination between speaker classes.

5. SPEAKER MODELS

Speaker models are based around the use of Gaussian Mix-
ture Models (GMM), or single-stage Hidden Markov Models
(HMM). The GMM is a classifier which has received a lot
of recent interest for use in speaker identification using the
speech signal [10]. The multi-modal nature of the classifier
allows it to model a wide variation in voice characteristics
for a particular speaker. We choose to use this property of



the GMM to allow it to model the wide variation in colour
characteristics of a speaker’s mouth.

The probability of an observation sequence o, belonging
to a speaker model \; is evaluated by:

N
P(o(®)[A) =D pins (0, ins Bin) 8)
n=1
where p;, is the mixture weight for mixture » of speaker
i, and , (o,p,X) is a multivariate Gaussian function with
mean g and covariance matrix 3.

6. EXPERIMENTS

We trained and tested the visual recognition system using
the M2VTS multi-modal database. This consists of over
27000 colour images of 37 subjects counting from zero to
neuf on five different occasions. We used the first three
recording sets as training data, and the fourth set as test
data.

One of the key aims of the experiments was to test the
performance improvement using LDA features as opposed
to features obtained from PCA only. Overall best results
were obtained using a GMM with three mixture compo-
nents. Identification results are presented in Figure 6.
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Figure 6: Identification Results with Lip Features

It can be seen that except for the case of very low fea-
ture dimensions, the linear discriminant analysis selects fea-
tures which significantly outperform the identification per-
formance with standard PCA features.

7. CONCLUSIONS

We have implemented a speaker recognition system using
lip information alone. A novel technique is presented to al-
low automatic location and tracking of lips using chromatic
information. A contour model is derived directly from syn-
tactic information, with no re-estimation procedure neces-
sary.

Colour information in and around the lips is extracted
as the basis for speaker dependent feature vectors. Fea-
ture vectors are formed through the use of principle compo-
nent analysis, followed by linear discriminant analysis. We
demonstrate in our experiments that discriminant analysis
can select features which significantly improve identification
performance.

The results from experiments on the M2VTS database
are encouraging, and show the importance of lip informa-
tion for speaker identification. Future research will look at
fusing this visual information with speech information, to
improve speaker recognition performance in adverse condi-
tions.
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