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ABSTRACT

An optimal approach to matched-field source localization in
the presence of environmental uncertainties is the maximum
a posteriori(MAP) estimator. The MAP estimator can be
interpreted as an exponentially-weighted average over envi-
ronmental realizations. In practice, only a finite number of
environmental realizations can be included in this average
resulting in a suboptimal processor. In this paper, we pro-
pose anLp-norm estimator as a robust alternative to MAP
in the presence of finite environmental sampling. We also
show, using wavenumber gradients, that accurate localiza-
tion estimates can be obtained using environmental real-
izations besides the precise true. Simulation results from
a shallow-water environment are presented to illustrate the
performance improvement.

1. INTRODUCTION

Matched-field processing (MFP) methods utilize complex
multipath propagation models for source localization. How-
ever, it is well known that MFP methods can be extremely
sensitive to small errors in the assumed values of the envi-
ronmental parameters [1]. A statistically optimal approach
to MFP source localization in the presence of environmen-
tal uncertainties is the maximuma posteriori probability
(MAP) estimator. Using the MAP estimator, source range
and depth are treated as the parameters of interest while the
uncertain environmental parameters are treated as nuisance
parameters. Prior probability density functions (PDF) are
assumed for the uncertain environmental parameters from
their uncertainty intervals based onin situ measurements
and historical data. Location estimates are obtained by max-
imization over source location after integration over the un-
certain environmental parameter space using the prior PDF.
A MAP estimator derived in the context of robust MFP was
given in [2],[3] and called the optimum uncertain field pro-
cessor (OUFP). However, a major issue in using the MAP
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estimator is the computation required to perform the inte-
grations. As the number of nuisance parameters grows or
their uncertainty intervals become large, the MAP estimator
rapidly becomes computationally intensive. A computation-
ally efficient, approximate MAP estimator which allows the
integrations to be computed off-line, prior to the processing
of data, was derived in [4].

In this paper, we propose applying anLp-norm estima-
tor to the uncertain environment, source localization prob-
lem. It is derived from the interpretation of the MAP estima-
tor as a weighted-averaging processor. In the limit asp !
1, theL1-norm estimator is in essence the ML estimator.
However, in contrast to the ML estimator, the search is only
conducted over the location parameter space usingM sets
of the environmental parameters randomly sampled from
their prior PDF. We will show, using the modal horizontal
wavenumbers, why accurate source location estimates can
be obtained using environmental realizations other than the
precise true.

2. PRELIMINARIES

2.1. Signal model

The signals received on a vertical array ofN sensors from
a point source can be expressed in vector form as

y(!) = s(!)a(!;�;	) + n(!); (1)

where the elements ofy(!) are the components of the sig-
nal wavefront observed on the sensors located at depthsz =
[zr1 � � � z

r
N ]

T at radian frequency!. The scalars(!) is the
complex signal amplitude at!. The vectora(!;�;	),
which is called a replica vector, is the acoustic transfer func-
tion between a source at location� = [r; z] and the array
which is parameterized by the vector of environmental pa-
rameters	, i.e., sound-speed profile and bottom character-
istics. The vectorn(!) contains samples of complex, Gaus-
sian noise.



2.2. The maximuma posterioriprobability estimator

The MAP estimator derived in [2] assumes uniform PDF
p(	) for the uncertain environmental parameters. If we fur-
ther assume the noise is white and the replica vectors are
normalized to have unit norm, the MAP estimator can be
written as

�̂ = argmax
�

Z
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�2a
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��2
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)
p(	) d	;

(2)
where�2a is the signal amplitude variance. Dependence on
! has been dropped for convenience, since we will be as-
suming a monochromatic signal. The white noise assump-
tion was made for clarity in the subsequent development. It
is a straightforward modification to (2) if non-white noise is
assumed.

For numerical implementation of the MAP estimator,
the integral is approximated by a sum overM realizations
of the environment, i.e.,M integration steps,

�̂ = argmax
�
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)
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TheM environmental realizations are taken from samples
of the probability distributions of the environmental param-
eters. In [3], a Monte Carlo approach to computing (3) was
proposed. Notice that the argument of the exponential in
(3) is simply the conventional Bartlett processor scaled by

�2a
2(�2a+1)

. Therefore, (3) can be interpreted as an exponentially-
weighted average of Bartlett surfaces overM combinations
of the environmental parameters. If we assumey is also
normalized to unit norm, then

��aH(�;	i)y
��2 would equal

one if� and	i were perfectly matched to the data. Any
other values of� and	i would produce a value between
zero and one. Thus, those values of

��aH(�;	i)y
��2 nearer

to one, which correspond tobetterreplica-data matches, are
given more relative weight in the averaging process of (3).

We observe that the exact implementation of the MAP
estimator in (2) assumes infinitesimally-spaced samples of
the environmental parameters. Thus, the exact true envi-
ronment and combinations of the environmental parameters
very close to the true are all included in the averaging pro-
cess. This results in a clustering of reinforcing peaks near
the true value of�. Therefore, the MAP estimator as imple-
mented in (3) with finite sampling of the environmental pa-
rameters can be suboptimal . The minimum sampling den-
sity of the environmental parameter space using (3), to ob-
tain an accurate approximation to (2), would be dependent
on the sensitivity of the model to each of the environmen-
tal parameters. Also, since model sensitivity increases with
frequency, sampling density would also need to be increased
with frequency. However, finer sampling of the environ-

mental parameter space rapidly leads to a computationally-
intensive processor which can become computationally pro-
hibitive. In [3] for example, 517 integration steps were re-
quired at each� for the OUFP to compute a localization
estimate if all combinations of the environmental param-
eters were utilized. Even using a Monte Carlo approach
can require thousands of integration steps which results in
a computationally-prohibitive estimator. A more compu-
tationally efficient approach is required for real-world sys-
tems application.

3. THE LP -NORM ESTIMATOR

As discussed previously, the MAP estimator computes ro-
bust localization estimates by forming an exponentially
weighted average over environmental realizations. The MAP
estimator also inherently assumes a continuum of environ-
mental parameter samples. Therefore, with a finite sam-
pling of the environmental parameter space (e.g.,M � 100),
a smaller number of better replica-data matches are possi-
ble. Thus, there is a smaller occurrence of the clustering of
peaks in the vicinity of the true value of�. This increases
the possibility of the true peak being averaged out and ob-
scured by sidelobes reinforced over the averaging process.
We can compensate for this by giving

��aH(�;	i)y
��2 val-

ues corresponding to better replica-data matches more sig-
nificance; greater relative weight in the averaging process.
This is accomplished by replacing the exponential weight-
ing in (3) by ap-power weighting,

�̂ = argmax
�

MX
i=1

���aH(�;	i)y
��2�p ; (4)

wherep would assume a large value, e.g.p � 10. This
is essentially anLp-norm over environmental realizations.
These types of norms accentuate large values and attenu-
ate small values. In this way, peaks resulting from better
replica-data matches are less likely to be averaged out.

In the limit asp!1, (4) becomes

�̂ = arg max
�;	

1
�	i�	M

��aH (�;	i)y
��2 : (5)

The averaging is eliminated. The estimator of (5) simply
finds the best match over source location� using theM
realizations of the environmental parameters. Equation (5)
is theL1-norm estimator. It resembles the ML estima-
tor, however it differs in that only the location parameter
space is searched over. Environmental parameter estimates
are not obtained. Since it is unlikely that the precise true
combination of the environmental parameters are included
in theM realizations, theL1-norm estimator inherently as-
sumes that other combinations of the environmental param-
eters can also produce accurate localization estimates. We
will show the validity of this assumption next.



4. ENVIRONMENTAL SIMILARITY

In this section we will show why, in the context of localiza-
tion, other environmental realizations can appear similar to
the precise true and can produce accurate localization esti-
mates. We begin by decomposing the replica vectors using
the modefunctions�m of the environment [5]. We can ex-
pressa(�;	) as

a(�;	) = exp
n
j
�

4

o

(z;	)G(�;	)�(�;	): (6)

where the columns of
(z;	) are the modefunctions sam-
pled at the receiver depths, the diagonal matrix

G(�;	) = diag[expf�
1rg; : : : ; expf�
Qrg] (7)

contains the modal attenuation coefficients
i, and
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Since the modal phases are composed of the products of the
wavenumberski and source ranger, the effects of environ-
mental mismatch are most significant in the modal phases.
The modal attenuation terms given by theexpf�
irg in
G(�;	) also contain a multiplication byr. However, er-
rors in the modal attenuation are much less significant in
comparison, since the
i are typically orders of magnitude
smaller than theki.

To investigate how the modal phases impact localiza-
tion, we substitute (6) into (5) and expand out the magnitude-
squared inner product which gives

yH
(z;	)G(�;	)�(�;	)�H(�;	)G(�;	)
T (z;	)y:
(9)

The outer product�(�;	)�H(�;	) is the only term in
(9) which contains the modal phases. This outer product
produces a Hermitian matrix with elementi; l equal to

�i(z)�l(z)

(kikl)
1

2

expfj�Ki;lrg; (10)

where�Ki;l = ki � kl. We observe that the modal phase
of theL1-norm estimator is only dependent on the relative
differences between the wavenumbers and not their precise
values. Hence, environmental realizations whose relative
wavenumber differences are close to those at the true envi-
ronment can produce similar ambiguity surfaces.

A method for quantifying the wavenumber differences
of the environmental realizations is to use the wavenumber
gradient. The wavenumber gradient (WG) is the gradient
of the curve fit to the wavenumbers. Environmental real-
izations which have WG’s similar to that at the true will

have similar relative wavenumber-differences. As an ex-
ample, consider a set of environmental realizations whose
wavenumbers lie on different lines with varying slopes. It
is easy to see that realizations which have identical slopes,
or gradients, will have identical relative wavenumber differ-
ences. Therefore, a measure of similarity between environ-
mental realizations is the error between the WG at the true
environment and the WG at other realizations. The WG er-
ror is given by

ewg =

QmaxX
i=Qmin

jgt(i)� g(i)j
2
; (11)

wheregt(i) and g(i) are the samples of the numerically
computed WG at the true environment and an alternate real-
ization, respectively. Notice thatewg is only computed over
theeffectivemodes,Qmin toQmax, those modes with signif-
icant amplitude as sampled by the receiving array. We can
compute (11) in simulation studies to substantiate our asser-
tion that environmental realizations, other than the precise
true, yielding small WG errors produce similar ambiguity
surfaces and accurate localization estimates.

5. SIMULATION RESULTS

In this section, we will compare the performance of the
MAP estimator with that of theL1-norm estimator for a
simulated shallow-water environment. Both estimators used
100 randomly selected environmental realizations from the
PDF of the environmental parameters to process the data.
Localization performance was determined based on 100
Monte Carlo trials for each signal-to-noise ratio from�5
dB to 40 dB. A correct localization was defined as a esti-
mate within a region of�300 m in range and�4 m in depth
of the true source position. The additive noise in each trial is
independent, zero-mean Gaussian. In each of the 100 trials
a unique, randomly selected environmental realization and
source position was chosen. The receiving array consisted
of 20 elements spaced at 5 m with the shallowest element at
a depth of 5 m. A single observation of the array output was
used in each trial.

The environment was a two-layer, range-independent
shallow water waveguide with a linear sound-velocity pro-
file. This environment was developed at the Naval Postgrad-
uate School for localization algorithm testing at the Naval
Undersea Warfare Center. It contained five uncertain envi-
ronmental parameters whose ranges of uncertainty are given
in Table 1. The range-depth search region was 900 to 5000
m in range and 10 to 90 m in depth. A narrowband source
at 700 Hz was used. Figure 1 presents the simulation results
for this environment. The performance of theL1-norm es-
timator is significantly better than that of the MAP estima-
tor. This is due to the fact that with only 100 environmental



PARAMETER RANGE
surface sound-speed 1530�5 m/s
bottom sound-speed 1490�5 m/s

bottom depth 100�5 m
subbottom sound-speed 1604�25 m/s

bottom attenuation 0.192�0.125 dB/�

Table 1: Ranges of environmental uncertainty for Naval
Postgraduate School environment.
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Figure 1: Performance of estimators using Naval Postgrad-
uate School environment.

realizations the MAP estimator does not benefit from the
clustering of reinforcing peaks near the true source location
as discussed in Section 2. However, theL1-norm estimator
only needs a single environment producing a small WG er-
ror to achieve an accurate localization estimate. Clearly in
this case, 100 environmental realizations were a sufficient
amount in which to obtain the small WG error needed.

We can also use this simulation example to illustrate the
relationship between WG error and correct localization es-
timates. For each of the 96 correct trials at a SNR of 40 dB,
we computed the WG errors between the true environment
in that trial and each of the 100 environmental realizations
used by theL1-norm estimator to process the data. We then
ranked the 100 environmental realizations according to their
WG error from smallest to largest. This allows us to his-
togram the ranking of the environmental realization which
produced the localization estimate in each of the correct tri-
als. Figure 2 shows the resulting histogram. We see that in
over 50 of the 96 correct trials the environmental realization
which produced the localization estimate had the smallest
WG error. Over all, in more than 90% of the trials the WG
error of the environmental realization which produced the
localization estimate was within the 10 smallest.
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Figure 2: Histogram of rank of WG errors in correct trials.

6. CONCLUSIONS

In this paper, it was shown that the MAP estimator applied
to matched-field source localization can be suboptimal when
a finite sampling of the environmental parameters is used.
Using aL1-norm estimator in the presence of finite envi-
ronmental sampling can provide significant localization per-
formance improvement over the MAP estimator. It was also
shown that for the localization problem, environmental real-
izations besides the precise true can provide accurate local-
ization estimates. Simulation results from a shallow water
environment were presented to support these findings.
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