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ABSTRACT

In this paper, we present the study of the performance of
our standard GMM speaker identi�cation system in \a lim-
ited amount of training data" context. We explore the
use of di�erent mixture components for di�erent speak-
ers/models. Di�erent approaches are presented: (a) a non-
linear transformation of speech duration vs. number of mix-
tures is proposed in order to set correctly the appropriate
number of model mixtures for each speaker according to the
available training data. (b) From exhaustive experiments,
the appropriate linear transformation is deduced. The re-
sulting transformation o�ers several advantages: (a) each
speaker is well modelized (b) the performance is improved
by more than 6% on the SPIDRE corpus and �nally (c) the
number of mixtures is reduced and thus leads to a faster
system response.

1. INTRODUCTION

Speaker identi�cation systems are usually trained on a large
amount of speech data collected in a speci�c environment.
During identi�cation, these systems require the same envi-
ronment to achieve good accuracy. Discrepancies between
training and testing environments result in a degradation
of performance. Di�erent environments could mean:

� di�erent (mismatched) microphones: microphones dis-
tort the speech signal mainly into two distinct ways.
First they allow di�erent levels of ambient noise that
account for an additive e�ect in the recording speech
and second they act as unknown linear �lters, caus-
ing a variable spectral tilt that depends on the speci�c
microphone characteristics.

� voice changes (voice's modi�cation over time, cold,
cough).

� di�erent psychological states of the speaker (such as
stressed, anxious, relaxed).

� di�erent amount of training data available per speaker.

In this paper we will study the performance of a GMM
speaker identi�cation system for a limited amount of train-
ing data. We will explore the use of di�erent mixture com-
ponents for di�erent speakers/models.

2. AMOUNT OF TRAINING VS. MODELIZATION

2.1. Gaussian Mixture Models: Review

In the Gaussian Mixture Model (GMM) [7], the distribu-
tion of the parametrization speech vector of a speaker is
modeled by a weighted sum of Gaussian densities:
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The model parameters � = fpi;
!

�
i;�ig are estimated by an

EM algorithm[2]. In the next section, we will show how the
number of mixtures in our models is set, according to the
amount of training data available.

2.2. Description of the Problem

As with almost all speaker identi�cation systems [3], each
speaker in our standard system is modelized with the same
number of mixtures. Our experiments have already shown
that, after performing silence detection, some speakers have
a smaller amount of training data than others. In spite of
this discrepancy in the training data, we still use the same
�xed number of mixtures per speaker [10]. This leads us to
ask this question: is it appropriate to �x the same number
of mixtures for all speakers independently of the amount of
training data?

2.3. Solution: Use of Di�erent Mixture Components for
Di�erent Speakers

In this section we propose to focus on the importance of
the number of mixtures on our system's accuracy and ex-
plore the use of di�erent mixture components for di�erent



speakers. The purpose of this work is to con�rm that there
is a strong relation between the amount of training data
and the number of mixtures. Intuitively, we think that this
number is proportional to the available amount of train-
ing data. We propose to determine from experiments this
proportionality coe�cient.

In order to �nd a relationship between the amount of
training data and the number of mixtures, we propose two
di�erent approaches: (a) determine the number of mixtures
vs. speech duration according to a nonlinear transformation
and (b) determine the number of mixtures by exhaustive
experiments. From the exhaustive experiments, we will de-
duce an appropriate transformation speech signal duration
vs. number of mixtures.

2.3.1. Nonlinear Transformation

A nonlinear transformation (speech duration vs. number
of mixtures) with di�erent parameters is proposed. This
transformation F1 is de�ned by1:
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Figure 1: Concave curve
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Figure 2: Flat curve
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where coe�cients a and b were set to di�erent values, as
shown in Figures 1, 2 and 3. The coe�cients c and d are
determined according to the following constraints (cf. Fig-
ure 4):

1Since the number of mixtures is an integer, the function is
really R+ �! N

+ , but we keep the above notation for gener-
ality, and we truncate the result at the end of the arithmetic
manipulations.
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Figure 3: Convex curve
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Figure 4: Constraints to determine constants c and d

F1(tm) = nm =
eatm � c

ebtm � d
(4)

F1(tM ) = nM =
eatM � c

ebtM � d
(5)

where tm and tM are the minimum and the maximum
length duration of the training data for a given speaker
respectively, and nm and nM the corresponding number of
mixtures. From Equations (4) and (5) we determine c and d:
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The experiment results on the nonlinear transformation
are presented in section 3.2.

2.3.2. Exhaustive Experiments

The main idea of the exhaustive experiments consists of
running complete training and test processes at each time t
for di�erent number of mixtures (incremented reasonably),
and then the number of mixtures corresponding to the best
recognition performance is selected. Figure 5 shows an ex-
ample at t = 4 seconds. In this case, the best number of
mixtures selected is six, which corresponds to a 47% recog-
nition rate.
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Figure 5: Number of mixtures for four seconds of speech

The time duration t is then incremented by a prede�ned
step and the same processes are repeated. In order to make
these experiments run faster, some constraints are added to
avoid some useless experiments as described in Figure 6.
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Figure 6: Optimizing computation by adding time warping
constraints

However, since the speech signals do not have the same
duration, the score results can be biased for a given speaker
if she/he does not have a su�cient amount of training data
when the time variable t grows. In order to remedy this
problem, the process is applied as long as all the speak-
ers have enough data for a given time duration t, and by
extrapolation the number of mixtures can be found for a
longer speech signal, as described in the next section.

2.3.3. Linear Transformation by Extrapolation

For up to 20 seconds of speech, all speakers have a speech
signal of the same length. The transformation is found to
be linear as shown in Figure 7. This transformation can be
de�ned by:

F2 : R
+�! R

+

t 7�! nmixtures = F2(t) = 0:4 � t+ 4 (7)

For all signals longer than 20 seconds, the number of mix-
tures is computed by extrapolation with respect to Equa-

5 10 15 20 25 30
6

8

10

12

14

16

N
um

be
r M

ix
tu

re
s

5 10 15 20 25 30
45

50

55

60

65

70

75

Time duration (sec)

R
ec

og
ni

tio
n 

ra
te

Figure 7: Determination of the number of mixtures by ex-
trapolation

tion (7). The transformation given by Equation (7) will
produce the best results for a given amount of training data,
but is not necessarily the optimal one according to the min-
imum number of mixtures vs. amount of training data, as
will be shown in section 3.3.

3. EXPERIMENTS ON SPIDRE

3.1. The SPIDRE Corpus

The original conversations for the 45 SPIDRE target speak-
ers were subdivided in training and test as follows: three
conversations (two from match conditions and one from
mismatch conditions) for training, and one conversation
(from mismatch conditions) for the test. In all the exper-
iments shown, the identi�cation test has been done on 10
seconds of speech signal. The features are a 26 dimensional
vectors consisting of 12 cepstral coe�cients, 12 � coe�-
cients, logarithmic power and � logarithmic power. Anal-
ysis conditions are listed in table 1.

Pre-emphasis 1-0.97z�1

Window length 25.0 ms
Window shift 10.0 ms
MFCC cepstrum order 24
Cepstral coe�cient liftering 22
Cepstral mean normalization yes
Hamming window yes

Table 1: Analysis conditions used for di�erent experiments

3.2. Results from the Nonlinear Transformation

Table 2 shows the results obtained from the nonlinear trans-
formation obtained from Figures 1, 2 and 3 corresponding
to b = �0:008, �0:02 and �0:04 respectively.

Parameter b -0.008 -0.02 -0.04
Recognition (%) 66.67 71.11 68.89

Table 2: Identi�cation results for nonlinear transformation

These results show that the best result is obtained with
b = �0:02, which corresponds to the less drastic transfor-



mation. This information motivated us to suggest a more
linear transformation as shown in the following results.

3.3. Results from the Linear Transformation

Table 3 shows the results obtained from a linear transfor-
mation obtained by Equation (7). As this transformation
seems not to be optimal, we present some experiments with
slopes tuned around the slope obtained from Figure 7.

Slope 0.30 0.35 *0.36 0.37 0.38a*t + 4
Recognition 75.56 75.56 77.78 77.78 75.56

Slope 0.39 *0.40 0.41 0.42a*t + 4
Recognition 77.78 77.78 75.56 73.33

Table 3: Identi�cation results for linear transformation

As expected, the best recognition rate result is the one
obtained with slope 0:4. However, it is not the optimal slope
according to the number of mixtures, as we can obtain the
same performance with a smaller slope 0:36 which implies
a reduced number of mixtures and thus a faster system
response.

3.4. Comparison With a Fixed Number of Mixtures

The use of the slope 0:36 for all 45 speakers has shown that:

� the average number of mixtures used is 27

� the minimum number of mixtures used is 10

� the maximum number of mixtures used is 59

In order to show the e�ciency of our transformation,
we have done some other experiments independently with
a �xed number of mixtures. We have performed an exhaus-
tive experiments to �nd out the best number of mixtures
which corresponds to the best system's performance. For
brevity, we present the results for 10, 16, 27, 32 and 59
mixtures respectively.

Number 10 16 27 32 59of mixtures
Recognition (%) 66.67 66.67 73.33 71.11 68.89

Table 4: Identi�cation results with a �xed number of mix-
tures

Table 4 shows that the best result is obtained with a
number of mixtures equal to 27, which is the average num-
ber of mixtures used by the best slope's transformation re-
sult obtained in section 3.3. However the corresponding
recognition accuracy is less than the result obtained with
the linear transformation with an optimal slope equal to
0.36. These results allows us to enumerate several advan-
tages of this transformation: (a) the performance is im-
proved by more than 6% on SPIDRE corpus with respect
to the best �xed mixture's number (b) each speaker can
be modelized with respect to the available training data
(c) the number of mixtures is reduced and thus leads to a
faster system response and �nally (d) there is no need to
make several exhaustive experiments in order to �nd the
appropriate number of mixtures to create speaker's models
for the use of new databases.

4. CONCLUSION

In this paper, we have proposed two di�erent methods in
order to determine the relationship between the amount
of training data and the number of mixtures. In the �rst
one, we have proposed a nonlinear transformation with dif-
ferent parameters. Even if this technique has shown good
results, the linear transformation with an appropriate slope
has shown better performance with an improvement of more
than 6% on the recognition rate. This last transformation
has also shown its optimality in the sense that it uses a
minimum number of mixtures and leads to a faster speaker
identi�cation's system.
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